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Housekeeping

▪ Need a free MathWorks account

– https://au.mathworks.com/login

▪ Using custom classroom

– https://www.mathworks.com/licensec

enter/classroom/PC_3468800/
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Demo: take app gen code through to NCI

▪ Process

1. App to train on small subset

2. Generate Code

3. Tweak code

4. Write wrapper

5. Deploy

▪ Top tips

a) Double check version: R2020b??

b) When scaling use hold out validation

c) Scale out slowly

d) Write a robust script to check in 

advance
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Dr Peter Brady
pbrady@mathworks.com

▪ BE, PhD, CPEng NER, ACS CP

▪ Research areas:

– Fluid and Thermodynamics

– High performance computing

– Nanofluidics

– Visitor UTS FEIT

▪ Industry Experience

– Defence sub-contractor in CFD 

cavitation simulation

– Civil consultant in surface water, 

hydrology, hydraulics

– Specialist HPC systems administrator

▪ MathWorks Specialties

– Core maths, statistics and optimization

– Machine Learning and Deep Learning

– Predictive Maintenance

– High performance and scale out

– Deployment and cloud

▪ Key Industries and Applications

– Metals, Minerals and Mining

– Quantitative Finance and Risk

– Energy Production

– Rail and Utilities

– Civil and Environmental
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Agenda

1. Get your serial code right first

2. Parallel computing with MATLAB

3. GPU Computing with NVIDIA

4. Parallel computing with Simulink

5. Tackling the challenge of big data
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Get Your Serial Code Right First
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Optimize your code before parallelizing for best performance

Techniques for accelerating MATLAB algorithms and applications

• Find bottlenecks by profiling your code

http://www.mathworks.com/discovery/matlab-acceleration.html
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Optimize your code before parallelizing for best performance

• Implement effective programming techniques

Techniques for accelerating MATLAB algorithms and applications

http://www.mathworks.com/discovery/matlab-acceleration.html
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Optimize your code before parallelizing for best performance

• (Advanced) Replace code with MEX functions

Techniques for accelerating MATLAB algorithms and applications

http://www.mathworks.com/discovery/matlab-acceleration.html
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My top tips for your serial code

1. Update your product version

2. Read the documentation

3. Use functions

4. Pre-allocate RAM

5. Vectorise

6. Use loops effectively

https://au.mathworks.com/help/matlab/matlab_prog/techniques-for-improving-performance.html
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Know the jargon before you start
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Terms and Jargon: Hardware

▪ Chips sold by:

– Cores

– Threads – usually 2 x cores

▪ Installed in Sockets

▪ One FPU per core

▪ Memory

– In chip is very fast

– In GPU is very fast

– In RAM is fast

– Between these is slowww

▪ AWS and Azure sell

– vCPUs == threads

Core

Thread

Thread

Core

Thread

Thread

Core

Thread

Thread

Core

Thread

Thread

Chip/Socket

Core

Thread

Thread

Core

Thread

Thread

Core

Thread

Thread

Core

Thread

Thread

Chip/Socket

Data Bus

GPU Network RAM
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Terms and Jargon: MATLAB and Simulink

▪ Workers do the compute

▪ Types of workers:

– Local

– Threads

Choose between thread-based and process-based environments

>> parpool("local")

parpool("threads")

https://au.mathworks.com/help/parallel-computing/choose-between-thread-based-and-process-based-environments.html
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Parallel With MATLAB
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Accelerating MATLAB and Simulink Applications

Parallel-enabled toolboxes
('UseParallel', true)

Common programming constructs

Advanced programming constructs
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Accelerating MATLAB and Simulink Applications

Parallel-enabled toolboxes

Common programming constructs
(parfor, batch)

Advanced programming constructs

E
a
s
e
 o

f 
U

s
e

G
re

a
te

r C
o

n
tro

l



17

Key commands that we are going to use

▪ parfor

▪ parfeval

▪ batch
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Accelerating MATLAB and Simulink Applications

Parallel-enabled toolboxes

Common programming constructs

Advanced programming constructs
(spmd, createJob, labSend,..)
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Progression

▪ First sorry, this is how I normally run this not sure what is wrong today

▪ Option 1: Pull into MATLAB online or desktop (should work on both)

– downloadedFile = websave('ExerciseFiles.zip', 'https://auaeg.s3.ap-southeast-

2.amazonaws.com/parallelWorkshop.zip')

– unzip(downloadedFile)

– cd parallelWorkshop

▪ Option 2: can pull from MATLAB drive

– https://drive.matlab.com/sharing/90faf62b-c2a8-4c68-8022-2a4769a57410

▪ Option 3: you can download the exercise files in a browser for later

– https://auaeg.s3.ap-southeast-2.amazonaws.com/parallelWorkshop.zip
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Key commands that we are going to use

▪ spmd

▪ createJob

▪ labSend

▪ arrayfun

▪ CUDAKernel
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GPU Acceleration
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GPU Computing Paradigm
NVIDIA CUDA-enabled GPUs

Parallel Computing Toolbox
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Speeding up MATLAB applications with GPUs

4x speedup 
adaptive filtering routine

77x speedup 
wave equation solving

12x speedup 
using Black-Scholes model

14x speedup 
template matching routine

10x speedup
K-means clustering algorithm

44x speedup 
simulating the movement of celestial objects 

NVIDIA Titan V GPU, Intel® Core™ i7-8700T Processor (12MB Cache, 2.40GHz)
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Speed-up using NVIDIA GPUs

▪ Ideal Problems

– Massively Parallel and/or 

Vectorized operations

– Computationally Intensive

▪ 500+ GPU-enabled 

MATLAB functions

▪ Simple programming 

constructs
– gpuArray, gather

MATLAB GPU computing

https://www.mathworks.com/discovery/matlab-gpu.html
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Programming with GPUs

Parallel-enabled toolboxes

Common programming constructs
(gpuArray, gather)

Advanced programming constructs
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Accelerating Simulink
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Enable parallel computing support by setting a flag or preference
Automatic parallel support (Simulink)

Simulink Control Design

Frequency response estimation

Simulink/Embedded Coder

Generating and building code

Simulink Design Optimization

Response optimization, sensitivity 

analysis, parameter estimation

Communication Systems Toolbox

GPU-based System objects for 

Simulation Acceleration

Additional automatic parallel support

http://www.mathworks.com/products/parallel-computing/parallel-support.html
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Run multiple Simulink simulations in parallel with parsim

▪ Run independent Simulink 

simulations in parallel using 
the parsim function 

Workers

Time Time
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Benefits of using parsim

▪ Run multiple simulations on your machine or clouds and clusters

▪ Transfer base workspace variables to workers

▪ Automatically transfer all files to workers

▪ Automatically return file logging data

▪ Automatically manage build folders

▪ Display progress

▪ Manage errors

Desktop Multicore Cluster
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Big Data
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Big data workflows

ACCESS DATA

More data and collections

of files than fit in memory

DEVELOP & PROTOTYPE ON THE DESKTOP

Adapt traditional processing tools or 

learn new tools to work with Big Data

SCALE PROBLEM SIZE

To traditional clusters and Big 

Data systems like Hadoop 
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Access data with datastore

▪ For:

– Handling collections of files
or large files

▪ Provides:

– Preview and configure I/O properties

– Read data into memory
(all at once, or incrementally)

– Transform data one file at a time for 
data engineering workflows

– Combine with tall arrays to analyze 
the entire out-of-memory dataset 
with few code changes
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Use datastores for reading collections of files into memory

Access Explore and Discover Share*read

* = FROM
(file, source)

read*

* = INTO
(data type, format)

*write

* = TO
(file, source)

write*

* =  OUT OF
(data type, format)

*datastore

• * = ACCESS FROM
(file, source)

Choose data types

Select Datastore for File Format or Application 

readall(ds)

tabularTextDatastore
spreadsheetDatastore
fileDatastore
…

http://www-jobarchive.mathworks.com/Bdoc19a/latest_pass/matlab/help/matlab/import_export/select-datastore-for-file-format-or-application.html
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tall arrays

▪ New data type designed for data that doesn’t fit into memory

▪ Lots of observations (hence “tall”)

▪ Looks like a normal MATLAB array

– Supports numeric types, tables, datetimes, strings, etc.

– Supports several hundred functions for basic math, stats, indexing, etc.

– Statistics and Machine Learning Toolbox support 

(clustering, classification, etc.)

Working with tall arrays

https://www.mathworks.com/help/matlab/tall-arrays.html
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tall array
Single

Machine

Memory

tall arrays

▪ Automatically breaks data up into 

small “chunks” that fit in memory

▪ Tall arrays scan through the 

dataset one “chunk” at a time

▪ Processing code for tall arrays is 

the same as ordinary arrays

Single

Machine

MemoryProcess
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tall array

Cluster of

Machines

Memory

Single

Machine

Memory

tall arrays

▪ With Parallel Computing Toolbox, 

process several “chunks” at once

▪ Can scale up to clusters with 

MATLAB Parallel Server 

Single

Machine

MemoryProcess

Single

Machine

MemoryProcess

Single

Machine

MemoryProcess

Single

Machine

MemoryProcess

Single

Machine

MemoryProcess

Single

Machine

MemoryProcess
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Summary

▪ Squeeze your serial code first

▪ Use the appropriate technology:

– Cluster

– Threads

– GPU

▪ With appropriate tools:

– parfor

– parfeval

– Batch

▪ Test as you go, scaling slowly


