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Workshop Setup

Should take
5 minutes |
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Setup overview

- Background:
— Today we’ll be using MATLAB Online

= Aversion of MATLAB that runs in your web Browser

— But please use the special MATLAB Online link that I will share with you shortly.

= STEPS
1. Make sure you have a MathWorks Account
2. Use the special MATLAB Online link Should take

3. Copy the Workshop files 5-10 minutes
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A Word on Browser support

Highly recommended to ‘l
use Google chrome

Google Chrome

e.g. some Apps are only supported in Chrome

Stop .... Stare .... bookmark

https://www.mathworks.com/licensecenter/classroom/MO 3467150/



https://www.mathworks.com/licensecenter/classroom/MO_3467150/

Set-Up Instructions

Step 1. Login with your MathWorks Account used to register for the event

Login to your MathWorks account at https://drive.matlab.com/login

e  Use the email address that you submitted to register for the event.

If creating a new account, visit https://www.mathworks.com/mwaccount/register

Step 2: Copy Workshop Files
o Shared files are available at the following address:

° https://drive.matlab.com/sharing/80ac7fef-7fb0-4f6c-ble7-f3b60alllalc

Note: If you are unable to access the above link, wait 30 minutes and try again.

Step 2a

< C @ drive.matlab.com/sharing/bdfae55d-afb1-4304-9d1b-76208c02bf7c/

MATLAB Drive

Sharing Preview

+ Add to my Files « <: Share Link i Download Shared Folder

81 Machine-Learning-Workshop

Name -~  Size

|| ExerciseFiles.zip 95.49 MB

Step 2b

MATLAB Drive

Sharing Preview

o= Add to my Files v  %§ Share Link

Add Shortcut
iy Copy Folder

AT

|_| ExerciseFiles.zip

rkshop

i Download Shared Folder

-

Size

95.49 MB
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https://drive.matlab.com/login
https://www.mathworks.com/mwaccount/register

|Set-Up Instructions

Step 3: Log into the Workshop MATLAB Online and Confirm Web Browser
o Visit the following URL and login to access MATLAB Online

e https://www.mathworks.com/licensecenter/classroom/MO 3467150/

« Note: If you are unable to login or access the above link, wait a few minutes and try again. If having issues with your browser,

Chrome has been tested and usually works well.

=) HOME PLOTS APPS

l;}!' @ dl:ll:I ﬁ U] Upload ==| Go to File & tlé :

New New New Open L Download [ Find Files = Import Save
Script  Live Script = - Data  Workspace

VAI

< £ 32| © / > MATLAB Drive » Machine-Learning-Workshop

Current Folder

Name

MachineLeamingExerciseFiles.zip

Extract Enter

Preview
Rename F2
Delete Delete

Create Zip File

£ Cut Ctrl+X

Ey Copy Ctrl+C
¥ Workspace Q
i Name 5 Value sz Indicate Files Not on Path

o Your current folder browser should have the folder you copied over.
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l:].la Ea ED:I j ‘l,l‘_] Upload ==| Go to File & Hé

ew New New Open Do [E Find Files  Import Save
Scr|pt Live Script  ~ A Data Workspace
FILE VA

<A = ﬁ € / » MATLAB Drive » Machine-Learning-Workshop

Current Folder

» [ 02-ClassificationModels You should
» 03-AdvancedSupervisedLearning see something
» [7] 04-UnsupervisedLearning like this
» 05-BigData
duction2LiveScripts.mlx

» L] MachineLearningExerciseFiles.zip



https://www.mathworks.com/licensecenter/classroom/MO_3467150/
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Statistics and Machine Learning Toolbox

230 functions/classes

4\ Statistics and Machine Learning X + °

157 shipping examples to explore

4\ Statistics and Machine Learning = X + °

& &
4\ MathWorks:

< C @& mathworks.com/help/stats/referencelist. html?type=function8listtype=cat8icategory=index&block...

4\ MathWorks-

@& mathworks.com/help/stats/examples.html

Products  Solutions Academia Support Community Events Products  Solutions Academia Support Community Events

arch Support

Help Center Help Center

= CONTENTS Documentation ~More ~  Videos  Answers § Trial Software  § Product Updates = CONTENTS Documentation More ~ Videos Answers § Trial Software  § Product Updates

« Documentation Home « Documentation Home

T Statistics and Machine Learning Toolbox — Examples R2021a < Fumtions Statistics and Machine Learning Toolbox — Functions R202]a
Category Descriptive Statistics and Visualization Category By Category  Alphabetical List
- Py . .
Statistics and Machine Learning — - i Statistics and Machine Learning -~
Toolbox - | Toolbox e . ae . . .
o ® : o n Descriptive Statistics and Visualization
Descriptive Statistics and 8 ; Descriptive Statistics and 59
Visualization _ 8 N B : Visualization Managing Data
Probability Distributions 31 - © e Probability Distributions 249 Data Import and Export
R - Hypaothesis Test: 25
Hypothesis Tests 2 " - 4 ypothesis Tesls caseread Read case names from file
Cluster Analysis 5 rera = Cluster Analysis 45 )
4 ,‘ .’ casewrite Write case names to file
ANOVA = L . ANOVA 26
Visualizing Multivariate Data Access Data in Dataset Array Select Subsets of tblread Read tabular data from file
Regression 45 q 4 Regression 248
Variables Observations thlurite Write tabular data to file
Classification 35 Classification 186
tdfread Read tab-delimited file
Dimensionality Reductionand 18 Visualize multivariate data using Work with dataset array variables Select an observation or subset of Dimensionality Reduction and 41
Feature Extraction various statistical plots. Many and their data. observations from a dataset array. Feature Extraction xptread Create table from data stored in SAS XPORT format file
Industrial Statistics 8 statisbtlwcal anal},:jses involvebfnly 2“0 Industrial Statistics 5
variables: a predictor variable and a
Analysis of Big Data with Tall 3 : Analysis of Big Datawith Tall 1 Data Types
Arrays Arrays Categorical Data
-
Gl Rmmorties &R Code Generation 15 ~ nominal (Not Recommended) Arrays for nominal data
Type ordinal (Not Recommended) Arrays for ordinal data
® Al 157 Extended Capablllty dummyvar Create dummy variables
O MATLAB 146 U Tall Arrays 73 gplotmatrix Matrix of scatter plots by group
O simulink " ) O ¢/C++ Code Generation 222 grp2idx Create index vector from grouping variable
.
T O GPU Code Generation 2 gscatter Scatter plot by group
O Automatic Parallel Support 45
4+ + 4 O GPU Arrays 196 Dataset Arrays
Sort Observations in Dataset Regression Using Dataset Exploratory Analysis of Data ) . mat2dataset (Not Recommended) Convert matrix to dataset array
Arrays Arrays stributed Arays
cellzdataset (Not Recommended) Convert cell array to dataset array
struct2dataset Not R ded) C t struct to dataset
Sort observations (rows) in a Perform linear and stepwise Explore the distribution of data using e o (Not Recommended) Convert structure anay to dataset array
dataset array using the command regression analyses using dataset descriptive statistics. table2dataset (Not Recommended) Convert table to dataset array
line B dataset2cell (Not Recommended) Convert dataset array to cell array




Fun fact:

The Campus License is almost
at every university in AU/NZ !

AU: 37 out of 40
NZ: 6outof 8

S0 ?

« Every student

« Every Product
« Every Computer(campus)

« Every Computer(personal)

MATLAB

Simulink

5G Toolbox

Aerospace Blockset
Aerospace Toolbox
Antenna Toolbox

Audio Toolbox

Automated Driving Toolbox
AUTOSAR Blockset
Bioinformatics Toolbox

Communications Toolbox

Global Optimization Toolbox

GPU Coder
HDL Coder

HDL Verifier

Image Acquisition Toolbox

Image Processing Toolbox

Polyspace Code Prover
Powertrain Blockset

Predictive Maintenance
Toolbox

Radar Toolbox

Instrument Control Toolbox

Reinforcement Leamning
Toolbaox

Lidar Toolbox

LTE Toolbox
Mapping Toolbox

MATLAB Coder

Computer Vision Toolbox

Control System TOOIDOX
Curve Fitting Toolbox
Data Acquisition Toolbox
Database Toolbox
Datafeed Toolbox

DDS Blockset

| Deep Learning HOL Toolbox I
I Deep Learning Toolbox I

DSP System Toolbox

Econometrics Toolbox
Embedded Coder
Filter Design HDL Coder

Financial Instruments
Toolbox

Financial Toolbox
Fixed-Point Designer

Fuzzy Logic Toolbox

MATLAB Compiler
MATLAB Compiler SDK
MATLAE Parallel Server
MATLAE Production Server
MATLAE Report Generator
MATLAB Web App Server
Mixed-Signal Blockset

Model Predictive Control
Toolbox

Model-Based Calibration
Toolbox

Motor Control Blockset
Mavigation Toolbox
COPC Toolbox

Optimization Toolbox

Farallel Computing Toolbox

Partial Differential Equation
Toolbox

Fhased Array System
Toolbox

Polyspace Bug Finder

RF Blockset

RF Toolbox

Risk Management Toolbox
RoadRunner

RoadRunner Asset Library
Robotics System Toolbox
Robust Control Toolbox
ROS Toolbox

Satellite Communications
Toolbox

Sensor Fusion and Tracking
Toolbox

SerDes Toolbox
Signal Processing Toolbox
SimBiology
SimEvents

Simscape

Simscape Driveline
Simscape Electrical
Simscape Fluids
Simscape Multibody
Simulink 3D Animation
Simulink Check

Simulink Code Inspector

4\ MathWorks

Simulink Coder
Simulink Compiler
Simulink Control Design
Simulink Coverage

Simulink Design
Optimization

Simulink Design Verifier
Simulink Desktop Real-Time
Simulink PLC Coder
Simulink Real-Time
Simulink Report Generator
Simulink Requirements
Simulink Test

SoC Blockset

Spreadsheet Link

Stateflow

Statistics and Machine
Learning Toolbox

Symbolic Math Toolbox
System Composer

System Identification Toolbox
Text Analytics Toolbox

UAW Toolbox

Vehicle Dynamics Blockset

Vehicle Network Toolbox

Vision HDL Toolbox

Wavelet Toolbox
Wireless HDL Toolbox

WLAN Toolbox
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Hands-on Machine Learn




What’s Machine Learning About?

THIS 1S YOUR MACHINE LEARNING SYSTET]?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLERS ON THE OTHER SIDE.

WHAT I THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE. LNTIL
THEY START [OOKING RIGHT.

Source: https://xkcd.com/1838/

&\ MathWorks

11 Internet of Shit Retweeted

~ Computer Facts Vv
W@ (@computerfact

concerned parent: if all your friends
jumped off a bridge would you
follow them?

machine learning algorithm: yes.

2:20 PM - Mar 15,2018

10



Agenda

&)\ Machine learing introduction

Supervised machine learning models

— Predicting fuel economy (Regression)
— Human activity learning (Classification)

— Feature engineering, AutoML, Interpretability

Unsupervised learning (optional)

Working with big data (optional)
Deploying Machine Learning Algorithms

Wrap-up / Resources Available to ANU

4\ MathWorks

11



Machine Learning is Everywhere

& : o
| N Wders have TWNSCAN |

Tire Wear Overlay metrology Telecom customer Forecasting &
improvement churn prediction Risk Analysis :‘
ARIDGESTONE Cognizant

Detect
Oversteer

Building enerqgy | Engine Health Portfolio
use optimization ) (Pred Maintenance) Allocation Aberdeen

Building/ S SAFRAN

4\ MathWorks

12


https://www.mathworks.com/company/newsletters/articles/detecting-oversteering-in-bmw-automobiles-with-machine-learning.html
https://www.mathworks.com/company/user_stories/horizon-wind-energy-develops-revenue-forecasting-and-risk-analysis-tools-for-wind-farms.html
https://www.mathworks.com/company/user_stories/asml-develops-virtual-metrology-technology-for-semiconductor-manufacturing-with-machine-learning.html
https://www.mathworks.com/company/user_stories/buildingiq-develops-proactive-algorithms-for-hvac-energy-optimization-in-large-scale-buildings.html
https://www.mathworks.com/company/user_stories/aberdeen-asset-management-implements-machine-learning-based-portfolio-allocation-models-in-the-cloud.html
https://www.mathworks.com/company/user_stories/cognizant-speeds-customer-churn-analysis-for-telecom-service-provider.html

4\ MathWorks

What is Machine Learning?
Ability to learn from data without being explicitly programmed
Solution is too complex for hand written rules or equations

E.a =) Hello! t learn complex non-
| linear relationships

Speech Recognition Object Recognition Engine Health Monitoring

Solution needs to adapt with changing data

TR F*[) = T —

T

e il S update as more data
W e becomes available

Weather Forecasting Energy Load Forecasting Stock Market Prediction

learn efficiently from

{ — H very large data sets

loT Analytics Taxi Availability Airline Flight Delays

Solution needs to scale

13



Types of Machine Learning

Type of Learning

Categories of Algorithms

Supervised
Learning

Regression

Machine
Learning

Develop predictive
model based on both

input and output data

Classification

Objective:
Easy and accurate computation of day-

ahead system load forecast

g 6000 |-
=
5 5500

©
9 5000 [

=

Error (MW

7000 -

6500

4500 [

4000 -

400

300

200

100 [

-100 -

-200

Neural Network |
eeeeee

1
Feb 28

Il
Mar 02

Il
Mar 04

1
Mar 06

1 1 Il
Mar 08 Mar 10 Mar 12
2013

1
Feb 28

1
Mar 02

1
Mar 04

L
Mar 06

1 1 1
Mar 08 Mar 10 Mar 12
2013

4\ MathWorks
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Types of Machine Learning

Type of Learning

Categories of Algorithms

Regression

Supervised
Learning

Develop predictive

model based on both

Machine input and output data

Learning

Classification

4\ MathWorks

Objective:
Train a classifier to classify human
activity from sensor data

Data:

Inputs 3-axial Accelerometer
3-axial Gyroscope

Outputs k }m L& ,ﬁ\ A

16
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Types of Machine Learning

Type of Learning Categories of Algorithms
Objective:
Regression _ _
_ Given data for engine speed and
Supervised hicl d. identi lust
Learning venicie speed, 1aen |fy clusters
Develop predictive Classification a0 rt:'wanr Sllalectlon 1fn::'r Engine and Vehicle ﬁpeeds |
i model based on both 1st
Mach '_ne input and output data 70r 2nd | 1
Learning . _—
I 5th | -

cth
[
L]

Vehicle Speed (MPH)
P
S

Unsupervised , a0}
: Clustering

Learning ol :

i soms e

o g

10 .3t #ﬂ: e
:&‘hﬁ' "
Discover an internal gl ™™ ° | . ! ! ! .

representation from 1000 1500 2000 2500 3000 3500 4000 4500 5000

input data onIy Engine Speed (RPM)

17
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MATLAB Supports the Entire Machine Learning Workflow

Access and Preprocessin Feature Model Model Integrate
explore data P g Englneerlng Tralnlng Tuning Analytlcs

- h 4 ____ N S

Sae T pa—— r MATLAB ﬁ
L S Tl Sabin

‘ j EMBEDDED HARDWARE ENTERPRISE SYSTEMS
i A | | =
------------ i N
| v =
Nait, @ & =

C/C++ Code Generation and

Datatypes and tools for missing data, : _
Enterprise IT Integration

\_ outliers, time-alignment, etc. )

\

J
J

° eort - (Ace 135,006,000 0w ot outage:
won vew [ E P ——
e ey Ty [P — |
O s S Aty — — % —=
...... T - i
e s - ot
Tt WO G Ouber Opa. v U NS R @ T opme. . Sebectum i

Text files, spreadsheets, databases, binary Domain-specific techniques for _
files, data feeds, web, cloud storage ) | Signals, Images, Video, Audio, and Text g Automated Parameter Tuning )18

.




Agenda

= Machine learning introduction

Supervised machine learning models

‘\ — Predicting fuel economy (Regression)
— Human activity learning (Classification)

— Feature engineering, AutoML, Interpretability

Unsupervised learning (optional)

Working with big data (optional)

Deploying Machine Learning Algorithms
Wrap-up / Resources Available to ANU

4\ MathWorks

19
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Regression Example: Predicting Fuel Economy

. B 4\ Regression Learner - Response Plot - [m] x
.
Goal: Train a model to predlct the fuel economy reosessoncaes G %99
— r >
- = V| - A 4 72
. v = @ i . T 7
-
of a vehicle (MPG T T epee——
Session v Selection Quadratic | Exponential Parallel Plot  Actual Plot Plot Model v
FILE FEATURES MODEL TYPE TRAINING PLOTS EXPORT a
- - L - - Data Browser ® Response Plot Predicted vs. Actual Plot Residuals Plot
. ulld Iinitial moaels without any coding
o Plot
177 Tree RUSE: 3.3072 ~ Predictions: model 2.19
Lastchange: Fine Tree 8/8 features ® True
) . . !
- Don’t need to be a regression expert :
Lastcnange: Linear 88 features . . r —— Errors O
22 Linear Regression RMSE: 277 46 LI
Lastchange: Interactions Lin... ~ 8/8features 40+ . 'Y Style
2.3 Linear Regression RMSE: 3.6321 “0; 2 f @ Markers
- L] - 4 e
Last change: Robust Linear 8/8 features 35k . ] .
BelP o Box plot
24 Stepwise Linear ... RMSE: 3.4482 G oe * 9 . : 3 .
F » eer Dol oo 00 many categories
. Lastchange: Stepwise Linear  8/8features o . oo 9 X | (] %Qae o
Z30F . 8@ &, o sned
n 25 Tree RMSE: 3.3072 o o en ] » A
« e s o [] < e CTY T X-axis
Lastchange: Fine Tree 8/8 features g T - 3 o e ., g e
- '] (T NY ] - 292 [ ] 3
26 7 Tree RUSE: 32717 8251 oe s 2T .2, o3, L R Y. [Record number v
Lastcnange: Medium Tree 8/8 features @ e o o 0?8 f.2°w %
H 1 1 27 T RUSE: 3 8981 * %, "e% & b T Lt
3 ree L - L Feo ¢ % &% * o Q% How to use the response plot
Predictors Vehicle Horsepower, Weight, o oo tee R A R R R
L o (®m 8 nee e g ] .
. 28 SWM RMSE: 3.0361 Se % 0 € (] ,l?j -.i
( :yl I n d erS Yea r etc Lastcnange: Linear SVM 88 features 15 =B ° enal e o8 ‘. v ]
2> 8 oo y
4 4 - 29 swM RUSE: 2.9404 LA 1 P S S
* w WO
Last change: Quadratic SVM 8/2 features e o &
. v 10+ °
24n o puec. 260 .
Response Miles Per Gallon (MPG) St R D S D
i &~ 0 50 100 150 200 250 300 350 400
Model 2.19: Trained Record number
v
Data set: carData Observations: 406 Size: 24 kB Predictors: 8  Response: MPG alidation: 5-fold Ci

Approach: MATLAB Doc - Classification Learner App

= Load data in MATLAB
20

Model

= Train and compare regression algorithms o
achine
- Test model on new vehicle data % » Learning

MATLAB Doc - Classification



https://au.mathworks.com/help/stats/classification.html?s_tid=CRUX_lftnav
https://au.mathworks.com/help/stats/classificationlearner-app.html

Let’s try it out!

Exercise: Predicting Fuel Economy
In folder 01-RegressionModels



https://au.mathworks.com/help/stats/classification.html?s_tid=CRUX_lftnav
https://au.mathworks.com/help/stats/classificationlearner-app.html

Hyperparameter Tuning

A

Important parameter

Standard:
Grid Search

oo

Unimportant parameter

Better:
Random Search

4\ MathWorks

Why? — Model “knobs” (hyperparameters) need

to be set properly for optimal performance

4\ Classification Learner - Confusion Matrix

CLASSIFICATION LEARNER VIEW

o B B

New Feature

PCA  Misclassificatio

Best: Bayesian Optimization

= Bayesian model indicates impact of change

» Model picks “good” point to try next

= Much more efficient!

= Scale to multi-cores (using PCT) for larger datasets

~

Now available inside

n

Session ¥ Selection Costs
FILE FEATURES OPTIONS

Data Browser

¥ History

o app as “Optimizable”
7 Quicil_lTom_ All All Linear model

1 Tree
Last change: Disabled PCA

2 SVM
Last change: Linear SVM

3 Ensemble
Last change: Bagged Trees

4 KNN
Last change: Fine KNN

5 KNN

@) o \_

DECISION TREES
Ad

the (Classification/
Regression) Learner

GET STARTED

Medium Tree Coarse Tree

P

&5 (
<

ree

All Trees Optimizable
T

Fine Tree

Ac
DISCRIMINANT ANALYSIS

22



4\ MathWorks

Hyperparameter Tuning Workflow inside Learner Apps

1. Choose “Optimizable”

model from gallery

4\ Classification Learner - Confusion Matrix

CLASSIFICATION LEARNER

w B M

New Feature PCA GET STARTED

Misclassification

Session ¥ Selection Costs Ic

FILE FEATURES OPTIONS '& = gi—vl:
Data Browser All All All Linear

| Quick-To-...

¥ History

1 77 Tree " DECISION TREES

Last change: Disabled PCA y

9 e a o™

2 S by Fine Ti Med T C T All Opti bl
Last change: Linear SVM ineTree  Medium Tree Coarse Tree rees p!["r“ez: e

3 Ensemble
Last change: Bagged Trees

4 KNN A

Last change: Fine KNN

A
DISCRIMINANT ANALYSIS

Linear Quadratic All Optimizable
5 0 KNN [al o D! Discrimina... D

5. Iterate OR

Prepare for
Integration

Advanced

@

v

2. Adjust Optimizer Options

(control runtime!)

,;g % @ Optimizer Opﬁons x

All Trees Optimizable ' | Advanced Optimizer: Bayesian optimization v

Teee (¥ Acquisition function: ed improvement per second plus v

MOUEL P Iterations: 305
Training time limit: ]

Original data set Maximum training time in seconds: 300
Number of grid division:
e o
A Classfication Leames - Minwars Clasaification Evee Plot
‘..' * = ° e °
'Y ] o ° ° °
na:;ﬂ.lﬂp-m »

LRSS EATEN LEARNER. vew

2 3 i [
New  Femre POA Wacmin | NedunTree ComaTes AdTrem
Sevmen = Sebcien Conr

FE | poanees oenows e
Dt Browses

= Hstory

10 T T
[ —r— e

2
Lt charge: Trainies bt st = g

Para

kX

4. Export
# Optimized Model
TRAINING | -
2 2 ¥ — :
model 1| S22 i o
: Export Model et —

| & Export the currently selected model in the History
| list to the workspace to make predictions with new data

Export Compact Model
& Export the currently selected model in the History list without

its training data to the workspace to make predictions with new data

3. “Train”; Bayesian

@

0034

Crtimizn sptcns

Minirmum classiication eror
g

e
o
i
et | g
I

Optimise optioes
Chanse

Optimization iterates

[Gizad

model 2

Optimization Results
Maxmum rumbe of spls: 48
ekl crtecion: Maxinuem deviance reduction

Estimated minkrum siosdfication eror. 0026686
Observed menimum class#ication srar: 0.020087

23



“essentially, all models are wrong,
but some are useful”
— George Box

4\ MathWorks
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Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)
‘\ — Human activity learning (Classification)

— Feature engineering, AutoML, Interpretability

Unsupervised learning (optional)

Working with big data (optional)

Deploying Machine Learning Algorithms
Wrap-up / Resources Available to ANU

4\ MathWorks

25
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Human Activity Learning using Smartphones

Example task: Create a model to classify
human activity from sensor data

A g

Machine <§ L&
Learning

@ emm—

1/

Dataset courtesy of:
Davide Anguita, Alessandro Ghio, Luca Oneto, Xavier Parra and Jorge L. Reyes-Ortiz. Human Activity Recognition on Smartphones using a Multiclass Hardware-Friendly Support Vector Machine.
International Workshop of Ambient Assisted Living (IWAAL 2012). Vitoria-Gasteiz, Spain. Dec 2012 http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones 26



http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones

Samples

Signal Buffering

Buffer 2

H] x

~
ffer 1

/a

B
B

Why? — Calculate features on “chunks” during which
signal doesn’t change (much), increase S/N (in feature)!

Buffer 1

n n Buffer 3

How often do we need to predict?
« Every 2samples (Ourdata : 64 samples))

How many data points do we need to predict?
* Need 4 samples (128 samples))
- Create overlapping buffers of 4 points (64 samples))

Compute features (e.g. mean) on each buffer

4\ MathWorks

27
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Exercise 2: Human Activity Learning using Smartphones

Goal: create initial models k }m
— Buffering helps a lot (and computing means) .
— Hyperparameter tuning generally helps (a bit) iizolilie = Ll]
earning
Approach: /H\

— Load buffered data —

— Extract statistical features

— Compare various machine learning models Total Subjects 30
(interactively) trainData 25

validateData

— Optimize model using hyperparameter tuning held-out

} Combined to
validation set

testData

Dataset courtesy of:
Davide Anguita, Alessandro Ghio, Luca Oneto, Xavier Parra and Jorge L. Reyes-Ortiz. Human Activity Recognition on Smartphones using a Multiclass Hardware-Friendly Support Vector Machine.
International Workshop of Ambient Assisted Living (IWAAL 2012). Vitoria-Gasteiz, Spain. Dec 2012 http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones 28



http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones

Let’s try it out!

Exercise:
humanActivityClassification.mlx
In folder 02-ClassificationModels



http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones

Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)

‘\ — Feature engineering
— AutoML

— Interpretability
= Unsupervised learning (optional)
=  Working with big data (optional)

= Deploying Machine Learning Algorithms

4\ MathWorks

30
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Feature Engineering “... is the art part of data science”
Using domain knowledge to

create features for machine learning algorithms
Sergey Yurgenson

. _ . _ (Kaggle Master) g
Feature transformation: reduce dimensionality

Power Spectral Density Comparison

Feature selection: subset of relevant features * -

WalkingUpstairs
20+ ngup |

0F

Possible feature engineering ideas:
— Additional statistics — PCA, NCA etc.

— Signal Processing Techniques — power spectral density,
wavelets etc.

— Image Processing Techniques — bag of words, pixel intensity *
etc. -100

-20

40 |

Power/frequency (dB/Hz)

-60

0 1 2 3 s 5 6 7 8 9 10

— Get creative! Frequency (H2)
How to use Diagnostic Feature Designer [12 min video]

31


https://www.mathworks.com/videos/predictive-maintenance-part-4-how-to-use-diagnostic-feature-designer-for-feature-extraction-1554458327719.html

Diagnostic Feature Designer App

Predictive Maintenance Toolbox

4\ MathWorks

Why? — Explore and discover
techniques for feature engineering
without writing MATLAB code

Approach:

FEATURE DESIGHER.

0 d &

POWER SPECTRUM

4\ Diagnostic Feature Designer - Power Spectrum: pressure_ps/Data - X

“« B L

ce

VEW 23, RLFunc 2% RLExamples ", Ceanlp | ./ 11 o & [0 () ©

= Use signal processing to S T
extract time and frequency
domain features

= Select the most relevant

features for training algorithms

Power Spectrum

I
faullCode=111
e

Frequency (H2)

| Histogram: FeatureTablel |

pre...ts/Data_SNR pre...ts/Data_RMS

.
Feat One-way ANOVA
. Zoa 204 z o._tsiData RS, 126.9508
3 z Sod M——— o151ae
202| Bo2| 3 pre...tsiDs an 1242274
. . o..siData_tean 181522
J | 4 pre.. eciDats_Peakamp 1055478
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i) Histogram for "FeatureTablel" feature table is in focus.

Work with out-of-memory data

How to use Diagnostic Feature Designer [12 min video]

MATLAB Doc - Diagnostic Feature Designer App 5,



https://www.mathworks.com/videos/predictive-maintenance-part-4-how-to-use-diagnostic-feature-designer-for-feature-extraction-1554458327719.html
https://au.mathworks.com/help/predmaint/ref/diagnosticfeaturedesigner-app.html

Exercise 3 — Feature Engineering for human

Goal: Explore different techniques for
feature engineering

Approach:
— Use signal processing techniques to
extract time domain and signal features
— Use feature selection technique to
reduce the set of features to the most
relevant

— Browse examples in MATLAB
documentation for different applications

activity

4\ MathWorks

4 Diagnostic Feature Explorer - Histogram: FeatureTable1
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Let’s try it out!

Exercise: featureEngineering.mix
In folder 03-FeatureEngineering




Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)
— Human activity learning (Classification)

— Feature engineering

&\ - rvomL

— Interpretability
= Unsupervised learning (optional)
=  Working with big data (optional)

= Deploying Machine Learning Algorithms

4\ MathWorks

35



What is AutoML?

Preprocess
Data

=

/ Model Tuning

Select
Features

~

: Model _—
Engineer : Optimize
Selection &
Features Hyperparameters

Training

s

>

Assess
Performance

/

h------

4\ MathWorks

|$ Deploy &
Integrate
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Feature Generation with Wavelet Scattering

Why? — Obtain good features “automagically”,
What are Wavelets? without domain knowledge

— Instead of decomposing signal into complete sinus waves, decompose into “wavelets”
— Tech Talks explaining Wavel ets [4 videos]
— Example

— This conceptually looks like this:

(Raw) Signal

Slide Wavelet
across Signal

Wavelet Scattering Framework [Bruna and Mallat 2013]
— Automatic Feature Extraction
— Great starting point if you don’t have a lot of data
— Reduces data dimensionality and provides compact features

Works with both Signa| and |mage data [Texture example, Digit Classification]

37


https://www.mathworks.com/videos/series/understanding-wavelets-121287.html
https://www.mathworks.com/help/wavelet/examples/ecg-signal-classification-using-wavelet-time-scattering.html
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=34
https://www.mathworks.com/help/wavelet/examples/texture-classification-with-wavelet-image-scattering.html
https://www.mathworks.com/help/wavelet/examples/digit-classification-with-wavelet-scattering.html

Wavelet Scattering Nuts and Bolts

Scattering a' @ Features E§j Classifier
Min. Signal Framework

Length

Pseudo-Code: sf = waveletScattering(SignalLength) ;
Loop over signal
waveletFeature = featureMatrix(sf,signal)
Append waveletFeature to feature table
Add labels
end

Additional Resources:
Wavelet scattering Tech talk [4 min video]
Wavelet scattering for ECG [doc example]
Blog about Wavelet scattering on towardsdatascience.com

4\ MathWorks
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https://mathworks.sharepoint.com/:v:/r/sites/emktg_creative_ext/activeproductsolutions/videos/scattering-tech-talk-for-wavelets-2848000/scattering-video-tech-talk-for-wavelets-2848000_V04a.mp4?csf=1&e=hd2R2p
https://towardsdatascience.com/a-convnet-that-works-on-like-20-samples-scatter-wavelets-b2e858f8a385

Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)
— Human activity learning (Classification)
— Feature engineering

— AutoML

‘\ — Interpretability

= Unsupervised learning (optional)
=  Working with big data (optional)

= Deploying Machine Learning Algorithms

4\ MathWorks
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Interpretability and Explainability

&\ MathWorks

Both terms describe the process of making “blackbox” models understandable
— “Interpretability”: primarily “classic” machine learning, causality of specific model

decisions

— “Explainable AI” often refers to Al=Deep Learning,
sometimes explaining how model works

Why Interpretability?

1. Overcome “blackbox” model
— Not acceptable by company guidelines
— Build trust for users unfamiliar with machine learning
— Pick model that looks at “right” evidence

2. Regulatory requirements (Finance, Europe’s GDPR):

3. Debug models

Predictive Power

@ NN (e.g. Deep Learning)

svms ©
@) Boost and Ensemble

Random Forest

@ K-NN

@ Decision Tree
Logistic Regression O ®

Linear Regression

>

Interpretability

40
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LIME = Local Interpretable Model-Agnostic Explanations

Approximate complex model near “Explain” using weights
Point of Interest with simple model of simple model

TmWBank=56

TmAtAddress=17 [

0.4

41



Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)
- Feature extraction and feature selection
‘\ Unsupervised learning (optional)
= Working with big data (optional)
= Deploying Machine Learning Algorithms
= Wrap-up / Resources Available to ANU

4\ MathWorks
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Clustering Why? Discover patterns, identify
possible features, check for outliers

o Seg ment data |nto groups based on . Clustered Data and Component Structures
similarity Gz
MATLAB doc - Cluster Analysis

®  Cluster3

2r > "
L]

.
.
187 o TS
it
. w

$.0.8

Can be achieved by various algorithms

 k-means, k-medoids, Hierarchical, Gaussian

Mixture Models, Nearest Neighbors, Hidden 05 |
Markov Models

MATLAB doc - Choose Cluster Analysis Method

FPetal width {crm)

1 2 3 4 5 6 7
Petal length {cm)

- Is it an iterative process

43


https://au.mathworks.com/help/stats/choose-cluster-analysis-method.html
https://au.mathworks.com/help/stats/cluster-analysis.html?s_tid=CRUX_lftnav

&\ MathWorks

Exercise 4: Clustering Human Activity

Goal: find additional options to improve
human activity classification

Approach:

— Reduce dimensionality and visualize
structure of data using PCA

— Evaluate different clustering technigues to
identify groups of behaviors

44



Let’s try it out!

Exercise: clusteringHumanActivity.mix
In folder 04-UnsupervisedLearning




Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)
- Feature extraction and feature selection
= Unsupervised learning (optional)
‘\ Working with big data (optional)
= Deploying Machine Learning Algorithms
= Wrap-up / Resources Available to ANU

4\ MathWorks
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Big Data in MATLAB: Tall Arrays

Extends the “array” data type to out-of-memory i
— Use like a regular (in-memory) array in supported functions
— (With some setup) Scales processing to clusters with Spark

Applicable when:
— Datais columnar — with many rows
— Overall data size is too big to fit into memory
— Operations are mathematical/statistical in nature

Hundreds of functions supported in MATLAB and

Statistics and Machine Learning Toolbox Tall Data
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Big Data Without Big Changes

One file One hundred files (Big Data)

Access Data ACCGSS Data
measured = readtable('PumpData.csv'); measured = datastore('PumpData*.csv');
measured = table2timetable(measured); measured = tall(measured);
measured = table2timetable(measured);

Preprocess Data Preprocess Data

Select data of Interest Select data of interest

measured = measured(timerange(seconds(1),seconds(2)),:) D i e )
Work with missing data . S
w g Work with missing data
measured = dililmissing(measured, "1inear); measured = fillmissing(measured, 'linear');
Calculate statistics Calculate statistics

m
S

mean(measured.Speed) ;

mean(measured.Speed) ;
std(measured.Speed) ;

std(measured.Speed) ;

w
i n

[m,s] = gather(m,s);

MATLAB Solutions - Big Data
MATLAB Doc - Large Files and Big Data 48



https://au.mathworks.com/solutions/big-data-matlab.html
https://au.mathworks.com/help/matlab/large-files-and-big-data.html?s_tid=CRUX_lftnav

4\ MathWorks
Exercise 5: Predicting Tips for Cab Drivers

Goal: Create a model on a (simulated)
large dataset

Approach:
— Access data spread across many files
— Preprocess and Explore data

— Train and validate a machine learning
model

49



Let’s try it out!

Exercise: predictDriverTip.mlx
In folder 05-BigData




Agenda

Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)

Feature extraction and feature selection

Unsupervised learning (optional)
= Working with big data (optional)

‘\ Deploying Machine Learning Algorithms
- Wrap-up / Resources Available to ANU

&\ MathWorks
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Deploying MATLAB Algorithms

= Royalty-free deployment

MATLAB W = Point-and-click workflow
[ O

= Unified process for desktop and server apps
.
! | '
r | Eor k=1:max r‘; ‘
EOI‘ k=1:max : ; :g:{:;; 1'1 for k=1l:max
x = ££t(dat ¢ ot
20*logl s T
y og ‘ T - = =
! : . 1

Embedded Hardware Enterprise Systems

MATLAB
Standalone § Web Excel J Hadoop/ Production
Application App Add-in f spark Server
4 - é 2 \d

2% o

 Runtime

4

|-
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Let’s observe!

Try this on your own:
MATLAB Doc - Code Generation for Prediction of

Machine Learning Model Using MATLAB Coder App

MATLAB Command:

>>openExample('stats/CodeGenerationWorkflowsUsing
MATLABCoderAppExample')



https://au.mathworks.com/help/stats/code-generation-for-prediction-of-machine-learning-model-using-matlab-coder-app.html

Beyond traditional Machine Learning: Deep Learning

Machine Learning

I MANUAL FEATURE EXTRACTION CLASSIFICATION

Deep Learning
Neural Networks a —+ —{ MACHINE LEARNING

with many Hidden - =
Layers

Deep Learning

Learns directly from data
More Data = better model

CONVOLUTIONAL NEURAL NETWORK (CNN)

Computationally Intensive
Not interpretable

Deep Learning and Traditional Machine Learning: Choosing the Right Approach

MATLAB Doc - Example of Deep Learning for Image Recognition

4\ MathWorks

CARv

TRUCK X

BICYCLE X

CARv

TRUCK X

BICYCLE X
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https://au.mathworks.com/help/deeplearning/ug/create-simple-deep-learning-network-for-classification.html
https://au.mathworks.com/campaigns/offers/deep-learning-vs-machine-learning-algorithm.html?elqCampaignId=10588

Beyond Machine Learning: Reinforcement Learning

[ Machine Learning }

4 )

Unsupervised

Supervised Learning

~

Reinforcement

Learning Learning
[No Labeled Data] [LElelEe [RELE] [Behavior]
- O\ J
) I b I I . I
Clustering Classification Regression DeC|S|on Control
. J - J Maklng
-
Deep Learning J
\_

Resources, sessions, workshops and training available

Reinforcement learning:

Learning through trial & error
[interaction data]

Complex problems typically
need deep learning

It's about learning a behavior
or accomplishing a task

4\ MathWorks
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Agenda

= Machine learning introduction

= Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)
- Feature extraction and feature selection
= Unsupervised learning (optional)
= Working with big data (optional)
= Deploying Machine Learning Algorithms
4\ Wrap-up / Resources Available to ANU

4\ MathWorks
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| 4\ MathWorks

What’s our AutoML ? Automate me_lin steps to minin_1i_ze expertise
needed and increase productivity

Access and Preprocessin Feature Model Model Integrate
explore data P g Englneerlng Tralnlng Tuning Analytlcs
1— MATLAB ﬁ

EMBEDDED HARDWARE ENTERPRISE SYSTEMS

£ -
L e Ges = 4 Pomsrve s | V% TS ang

® = =Y,

C/C++ Code Generation and
Enterprise IT Integration

J \_ J
D D

Datatypes and tools for missing data,
\_ outliers, time-alignment, etc. )

J

Text files, spreadsheets, databases, binary Domain-specific techniques for _
files, data feeds, web, cloud storage ) | Signals, Images, Video, Audio, and Text g Automated Parameter Tuning ) 57
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4\ MathWorks

Using MATLAB with Other Languages

Calling Libraries Written in Another Language From MATLAB

e Java
Other * Python

e C
COde ° C++

 Fortran

« COM components and ActiveX® controls
« RESTful, HTTP, and WSDL web services

Calling MATLAB from Another Language

e Java
Your Coding © Python
| + CIC++
Environment . FEortran

e COM Automation server

58



Training Resources
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4\ MathWorks

| Self-Paced Online Courses https://matlabacademy.mathworks.com/

Get Started _ . | / \
Free

A\achine Learning Onramp

Stateflow Onramp

¢ : » Learn the basics of practical
Learn the basics of creating, editing, macmn:e leartig me?hods for

MATLAB Onramp Deep Learning Onramp Simulink Onram
P and simulating state machines in classification probiems. \ 5 C O u rS eS J

Stateflow.

2 hours 2 hours 3 hours 2 hours 2 hours

® ' ® 4 DeepLearning Onramp x |+
&« C {t & https;/matlabacademy.mathworks.com/R al.htmi?course=de %) o @ 9
4 MY COURSES Deep Learning Onramp (0% complete) Stephen Frail & @

B 21 course Example - Identify Objects in Some Images €PREVIOUS  NEXT

Task 1 LIVE EDITOR
Normal ~ = | = Run Section
Teok2 IU 4k o :R and Advance el
You can use the imshow function to display an image s B L UM oo i eraen B2 R swp  Sop
stored in a MATLAB variable =i Broak 12y Runto End -
imshow(T) TEXT CODE SECTION RUN 2 - I
viewimages.mix * =
H
( ~ . ) ingl = =2
TASK ] View image files ingl(:,:,1) = 8!
Display the imported image in the variable imgl. J ; ; 2
iiditeddbies G L UL Instructions are in the task pane to the left. Complete and submit each task 90 99 89 87 85 84 83 i s
one at a time. 91 91 9 8 87 85 B84 I
—_— 93 92 91 9 89 88 8 ¢ |
Hint | See Solution | Reset [ submi 9 94 94 93 9@ 91 91 ¢
J 97 97 9% 9% 95 95 95 ¢
Teak1 EAE 2888
. A i
Toet Racuits: Comects Import an image 101 101 102 102 102 102 102 X
v 1s img1 displayed correcty? 103 102 115 105 106 113 108 1
T = 1 : == 112 100 105 108 109 110 112 ¢ __
. B = inread(*filedl.jpg') 120 132 120 120 112 102 9% 1L

i 119 100 128 117 124 120 75 : . .
ERE B EE D and completion certificate

Task 2

View image

Interactive lessons with

LS

imshow(img1)

o

24/7 availability

Task 3

Import and view more images

©

COMMAND WINDOW
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https://matlabacademy.mathworks.com/

| ) 4\ MathWorks
Self-Paced Online Courses

Computational Mathematics
*Available only to users at universities that offer campus-wide online training access.

? ‘/ s cgad o 5 courses targeting MATLAB skills
. LSS - needed in the classroom

Solving Nonlinear Equations Solving Ordinary Differential Introduction to Linear Introduction to Statistical Introd L'CﬁO.n to S\/mbO:iC / \
with MATLAB Equations with MATLAB Algebra with MATLAB Methods with MATLAB Math with MATLAB F r ee

Of charge

1.5 hours 2 hours 1.5 hours 2 hours 2 hours
Core MATLAB Functionality Data Analytics

e S 1= )

6 in-depth courses for
enhancing MATLAB skills

11 courses J

MATLAB Programming MATLAB for Financial MATLAB for Data Processing Machine Learning with Deep Learning with MATLAB

AATLAB F B
MATLAB Fundamentals Techniques Applications and Visualization MATLAB

20 hours 14 hours 20 hours 7 hours 14 hours 14 hours

ANU has this as part of their

MATLAB Campus License

So you have FULL access to

these courses https://matlabacademy.mathworks.com/
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Q/A: Would you like to know more ?

= Questions

https://www.mathworks.com/solutions/machine-learning.html

=] 4—5J 4\ Machine Learning with | X \J,- v

< =2 O(m

) | https://www.mathworks.com/solutions/machine

arning.html D g S=

Machine Learning

Overview LstestFeatres = Resources

MATLAB for Machinedeaffing"’ .

Train models; tune parameters, and deploy to
production or the edge

Using MATLAB”, engineers and other domain experts have deployed thousands of machine
learning applications. MATLAB makes the hard parts of machine learning easy with

Download a free trial

Deep Learning or Machine Leaning?
Point-and-click apps for training and comparing models

Advanced signal p

ing and feature

Automatic hyperparameter tuning and feature selection to optimize model performance

The ability to use the same code to scale processing to big data and clusters

Deep Leaming vs. Machine Learning
Choosing the Best Approach (Ebook)

Automated generation of C/C++ code for and high-per

ing algorithms for supervised and

Popular i i g ion, and
unsupervised learing

Faster execution than open source on most statistical and machine learning computations

(=] e—ﬁ‘ 4. MATLAB for Deep Learr X |+ v

&

O @ £ | hitps://www.mathworks.com/solu

eep-learning.html m *~

@\ MathWorks®  products  Soiuions  Academia  Support  Communty  Events

Deep Learning

Overview | Topics for Deep Leaming +

MATLAB for Deep Learning

Data preparation, design, simulafion, and deployment for
deep neural networks

Download a free trial

With just a few lines of MATLAB® code, you can apply deep learning techniques to
your work whether you're designing algorithms, preparing and labeling data, or
code and depl to systems

With MATLAB, you can
« Create, modify, and analyze deep learning architectures using apps and
visualization tools.

+ Preprocess data and automate ground-truth labeling of image, video, and audio
data using apps.

Top 5 Reasons to Use MATLAB for Deep Leaming

Accelerate algorithms on NVIDIA® GPUs, cloud, and datacenter resources without
specialized programming.

» Collaborate with peers using frameworks like TensorFlow, PyTorch, and MxNet

4\ MathWorks
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