4\ MathWorks

MathWorkse e Are you at the right place ?

‘;;NHC’A 20 July, 1pm - 4pm AEST: Deep Learning with Images and MATLAB
N C I Overview
Please join MathWorks and learn how to get started with MATLAB for Deep
AUSTRALIA e Learning with Images. In this hands-on workshop, we will introduce you to
o fundamentals of Deep Learning with Images. You’ll have the opportunity to try
out specific examples using MATLAB tools. The hands-on component of the
workshop will be run via MATLAB Online — so attendees do NOT need to have
Prework: MATLAB locally installed on their computers.
* Attendees will need to bring their own laptops (MATLAB does NOT
need to be installed) Highlights

* Learn the Deep Learning image classification workflow in MATLAB

* This workshop is for NCI users who have a MATLAB license. For more
* Image Data management

information about MATLAB license, please check our webpage about

MATLAB license supported groups. The workshop will be held at ANU * Network assembly, training

campus. See the following FAQ for instructions on how to create a * Experiment management

MathWorks account: https://www.mathworks.com/videos/create-a- e Create a Convolution Neural Network (CNN) from scratch
mathworks-account-using-a-matlab-portal-1600159919958.html *  Programmatically and using APPs

* Explore how to access and adjust pretrained models (transfer learning)
* Explore how to evaluate the network and improve its accuracy

* Attendees should have a basic level of understanding of MATLAB
syntax. The FREE online course MATLAB OnRamp would be a
recommended prerequisite for any new users of MATLAB.

Any issues
doing this ?

https://www.eventbrite.com.au/e/nci-presents-mathworks-workshop-series-2021-tickets-156992022365


https://www.eventbrite.com.au/e/nci-presents-mathworks-workshop-series-2021-tickets-156992022365
https://www.mathworks.com/videos/create-a-mathworks-account-using-a-matlab-portal-1600159919958.html
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Workshop Setup

Should take
5 minutes |



| .
Setup overview

= Background:
— Today we’ll be using MATLAB Online

— But please use the special MATLAB Online link that | will share with you shortly.

= Aversion of MATLAB that runs in your web Browser

= This gives access to Cloud GPUs

STEPS

A

Confirm you are using a supported Browser
Make sure you have a MathWorks Account
Use the special MATLAB Online link

Copy the Workshop files

Confirm you have access to a cloud GPU

Should take
5-10 minutes

&\ MathWorks
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'A Word on Browser support

Highly recommended to ‘I
use Google chrome

Google Chrome

#® _ .
DEE};JMW Eg: our deepNetworkDesigner APP is only supported in Chrome

Designer

4\ MathWarks - License Center - Acce: X =+

Stop .... Stare .... bookmark € 20 0 b mmemrnn

=F Apps TMW_EDU GitLab AU_webinars PowerBi LMS ThMWinside SF Comps OpSrc Tech 4\ UTSDLWKSH

ﬂMathWOl‘kS’ Products  Solutions  Academia Support Community  Fvents

MATLAB & Simulink

Access MATLAB for your Deep Learning Workshop

MathWorks is pleased to provide a special license to you as a course participant to use for your
Deep Learning Workshop. This is a limited license for the duration of your course and is intended
to be used only for course wark and not for government, research, commercial, or other
organization use.

Course Name: ANU Hands-on MATLAB workshop on Deep Learning with Images
Organization: MathWorks Deep Learning
Ending: 20 Jul 2021

https://www.mathworks.com/licensecenter/classroom/DL 3467201/



https://www.mathworks.com/licensecenter/classroom/DL_3467201/

“ MathWorks

Download the Setup PDF

https://drive.matlab.com/sharing/56c9e7cb-400c-4fb0-93c8-72f438d7fe46


https://drive.matlab.com/sharing/56c9e7cb-400c-4fb0-93c8-72f438d7fe46

|Set-Up Instructions — part 1 of 3

Step 1: MATLAB Drive - Login with your MathWorks Account used to register for the event

Login to your MATLAB Drive at https://drive.matlab.com/login

e  Use the email address that you submitted to register for the event.

If creating a new account, visit https://www.mathworks.com/mwaccount/register

Step 2: Copy Workshop Files
. Click HERE and accept the shared files from Pitambar Dayal.
e FYI: the full address is:

e https://drive.matlab.com/sharing/e1d60207-94f1-4af3-aee4-8174370eb421

Note: If you are unable to access the above link, wait 30 minutes and try again.

Step 2a Step 2b

4\ MATLAB Drive x  +

MATLAB Drive

&« C & drivematlab.com/files/
S el e MATLAB Drive

Files == Add to my Files v % Share Link § Download Shared Folder

Shared Content ' Add Shortout | DeeplLeamingExerciseFiles

.

Copy Folder -
__F - Size # Upload ~ M New Folder § Download
Deleted Files
» [T 1-GettingStarted
B « " Shared Content & MATLAB Drive
» (5 2-Models Click “Copy Folder
Name «  Size
» [ 3-MNIST Deleted Files
+ 7] DeeplLearningExerciseFiles
» [ 4-Food
» [ 5-Vehicles (] Published
* [ 6-Engines ' (=] Workshop
» (I 7-ECG
» [ 8-Codegen

Files Click “Files” tab to see folder -

Step 3:

4\ MathWorks

Log into the Workshop MATLAB Online

and Confirm Web Browser

Visit the following URL and login to access MATLAB Online

* https://www.mathworks.com/licensecenter/classroom/DL 3467201/

Note: If you are unable to login or access the above link, wait a few
minutes and try again. If having issues with your browser, Chrome has
been tested and usually works well.

¥l € / » MATLABDrive »

CURRENT FOLDER 1

Name =

Im DeepleamingExerciseFiles

» 1-GettingStarted

Folder should

be visible
v WORKSPACE o
Name Value Size Class
. Your current folder browser should have the folder you copied

over.


https://drive.matlab.com/login
https://www.mathworks.com/mwaccount/register
https://drive.matlab.com/sharing/e1d60207-94f1-4af3-aee4-8174370eb421
https://drive.matlab.com/sharing/e1d60207-94f1-4af3-aee4-8174370eb421
https://www.mathworks.com/licensecenter/classroom/DL_3467201/

|Set-Up Instructions — part 2 of 3

3 — Navigate into the
DeeplearningExerciseFiles folder

4\ WMATLAR Online R2021a X +

< c o

255 Apps @ Login - Cloud Center A Tmwaccnt 4\ Academy <k MLDrive <A MACT

@ workshop-matlab.mathworks.com

E}E =l ogp JgUpload Ha E

==| Go to File £

ew New Mew Open s o [ig] Find Files ~ Import Save
Scnpt Live Script = - Data Workspace E
ELE VAR

<{ = (?JIO f» MATLAB Drive » DeeplearningExerciseFiles » I

Current Folder

Name a
4 Folder
’ SettingStarte ]
» 2_Mode
b 3-MNIST
» [ 4-Fooc You should
g .
» [ 5-Vehicles see something
> 6-Engines like this
» (] 7-ECG
b 3 ege
—
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4 — Confirm you have areserved GPU

I]:>I »» gpuDevice ‘

ans =

cupapevice with properties:

Mame :

Index:
ComputeCapability:
SupportsDouble:
Driverversion:
Toclkitversiaon:
MaxThreadsPerBlock:
MaxShmemPerglock:
MaxThreadelocksize:
MaxGridsize:
SIMDWidth:
TotalMemory:
AvallableMemory:
MultiprocessorCount:
ClockRatekHz:

ComputeMode:

'Tesla T4'

1

T

1

11

11

la@zs

49152

[1822 1824 E4]
[2.147%e+89 E5535 E553G]
)

1.5844e+1@
1.5582e+1@

ag

1522288

'Default’

You should
see something
like this
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|Set—Up Instructions — part 3 of 3

=] 'Eﬁl €% | » MATLAB Drive » Workshop » Deep Leamning Workshop » LargeFiles » I

¥ Current Folder IS
Name =
’ 03-Digits FYI =
4 04-Images -
4 chocolate cake
» ™ french fries These folders contain the
» I not dog DATA files used for training
» ™ ice cream our networks.
’ pizza ]
. | S o These folders will be added to
4- IransierLearningMNemwo .
) S the search path during the
5-YOLOvZMNetwork .
A exercises
k T-Wavelets
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Deep Learning Toolbox

172 shipping examples to explore 230 functions/classes

€ Help - O hd @ Help - O x
+ BHOHO | = - @ \::{' '@' | Deep Learning Toolbox — Functions 0 | + | BOBO | L]

L W ] | Deep Learning Toolbox — Examples 0

Documentation

Documentation

— CONTENTS Al Examples Functions Apps = CONTENTS Al Examples Functions Apps
& Documentation Home ) & Documentation Home -
& Examples Deep Learning Toolbox — Examples « Functions Deep Learning Toolbox — Functions
Category Get Started with Deep Learning Toolbox Category By Category Alphabefical List

Deep Learning Toolbox

ofenmy
[T ot

Deep Learning Toolbox

Get Started with Desp E Deep Learning with 70 Deep Learning with Images
Leaming Toolbox 1 Images
: trainingonti ) - )

Deep Leaming with Images 17 Deep Learning with Time 27 raininglptions Options for training deep leaming neural network

. y i trainnetwork i i
Deep Leaming with Time 20 L] . . Series, Sequences, and W Train neural network for deep leaming
Series, Sequences, and Text : : e analyzeNetwork Analyze deep learning network architecture
Deep Learning Tuning and 21 P W o . : = . w 3eepl!_ea:.rning g andRts squeezenet SqueezeMet convelutional neural network

izt . L . e isualization

Visualization Cf ) b | :a 5 le ) -“’ Series F At o L ino in Parallel ; googlenet GoogLeNet convolutional neural network

ing i assify Webcam Images In Dee arnin me Series Forec. in EEp Learning in Faralls! N N
peep Learning in Parallel and & - fy Imag P ing . * g din the Cloud inceptionv3 Inception-v3 convolutional neural network
in the Cloud Using Deep Learning Network to Classify New Using Deep Learning and in the Clou
Deep Leaming Applications 50 Images Deep Learning Applications 1 densenet2a1 Densehet-201 convolutional neural network
Deep Learning Import, Export, 23 Classify images from a webcam in Use transfer leaming to refrain a Forecast time series data using a Deep Learning Import, 48 mobilenetv2 MobileMet-v2 convolutional neural network
and Customization real time using the pretrained deep convolutional neural network to long short-term memory (LSTM) Export, and Customization resnetls ResMet-15 convolufional neural network
T T o (c;onvoll_ul:nlal neural network classify a new sef of images. network. Deep Leaming Code 4 resnetse ResNet-50 convolufional neural network

) oogleNe A
Preprocessing - — o TS @ T— Generation resnetlal ResNet-101 convelufional neural network

) pen Scrip pen Live Scri pen Live Scrip - -
Deep Leaming Code 21 D hion P oxmaTion Jases xception Xceplion convolutional neural network

Reuse Pretrained Metwork

Clustering, and Control

inceptionresnetv2

Pretrained Inception-ResNet-v2 convolutional neural network

Type e il lapoes Trakn netwerk o seee] Extended Capability nasnetlarge Pretrained NASNet-Large convolutional neural nefwork
@ A trohi ; b I
Al C/C++ Code Generation nasnetmobile Pretrained NASNet-Mobile convolutional neural network
O MATLAB GPU Code Generafion shufflenet Pretrained ShufieNat lutional neural nefwork
D Simulink | me fomatic ol & p darknet1s DarkMet-19 convolutional neural network
Automatic Parallel Suppol
darknets3 DarkMet-53 convolutional neural network
GPU Arrays .
: - 3 alexnet AlexMNet convolutional neural network
. Y -4 Mmprevened )
veele VGEG-16 eonvnlutinnal neural nehenrk

file:/// C:/MATLAB/R2020a/ help/deeplearning/gs/ classify-image-using-pretrained-network.html

files/// C:/MATLAB/R2020a/help/deeplearning/ref/nasnetmobile.html




Fun fact:

The MATLAB Campus
License is almost at every
university in AU/NZ !

AU: 33 out of 40
NZ: 6 outof 8

—

So ?

« Every student

« Every Product
« Every Computer(campus)

« Every Computer(personal)

]

MATLAB

Simulink

5G Toolbox

Aerospace Blockset
Aerospace Toolbox
Antenna Toolbox

Audio Toolbox

Automated Driving Toolbox
AUTOSAR Blockset
Bioinformatics Toolbox

Communications Toolbox

Global Optimization Toolbox

GPU Coder

HOL Coder

HDL Verifier

Image Acquisition Toolbox

Image Processing Toolbox

Polyspace Code Prover
Powertrain Blockset

Predictive Maintenance
Toolbox

Radar Toolbox

Instrument Control Toolbox

Reinforcement Learning
Toolbox

Lidar Toolbox

LTE Toolbox
Mapping Toolbox

MATLAB Coder

Computer Vision Toolbox

Control System TOOIDOX
Curve Fitting Toolbox
Data Acquisition Toolbox
Database Toolbox
Datafeed Toolbox

DDS Blockset

| Deep Learning HDL Toolbox I
I Deep Learning Toolbox I

DSP System Toolbox

Econometrics Toolbox
Embedded Coder
Filter Design HDL Coder

Financial Instruments
Toolbox

Financial Toolbox
Fixed-Point Designer

Fuzzy Logic Toolbox

MATLAB Compiler
MATLAB Compiler SDK
MATLAB Parallel Server
MATLAB Production Senver
MATLAB Report Generator
MATLAB Web App Server
Mixed-Signal Blockset

Model Predictive Control
Toolbox

Model-Based Calibration
Toolbox

Motor Control Blockset
Mavigation Toolbox

OPC Toolbox

Optimization Toolbox
Farallel Computing Toolbox

Partial Differential Equation
Toolbox

Fhased Array System
Toolbox

Polyspace Bug Finder

RF Blockset

RF Toolbox

Risk Management Toolbox
RoadRunner

RoadRunner Asset Library
Robotics System Toolbox
Robust Control Toolbox
ROS Toolbox

Satellite Communications
Toolbox

Sensor Fusion and Tracking
Toolbox

SerDes Toolbox
Signal Processing Toolbox
SimBiology
SimEvents

Simscape

Simscape Driveline
Simscape Electrical
Simscape Fluids
Simscape Multibody
Simulink 3D Animation
Simulink Check

Simulink Code Inspector

4\ MathWorks'

Simulink Coder
Simulink Compiler
Simulink Control Design
Simulink Coverage

Simulink Design
Optimization

Simulink Design Verifier
Simulink Desktop Real-Time
Simulink PLC Coder
Simulink Real-Time
Simulink Report Generator
Simulink Requirements
Simulink Test

SoC Blockset

Spreadsheet Link

Stateflow

Statistics and Machine
Learning Toolbox

Symbolic Math Toolbox
System Composer

System Identification Toolbox
Text Analytics Toolbox

UAY Toolbox

Vehicle Dynamics Blockset

Vehicle Network Toolbox

Vision HDL Toolbox

Wavelet Toolbox
Wireless HDL Toolbaox

WLAN Toolbox

11
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Hands-on Deep Learning
Workshop




Gentle “Warm up”

stretches

Exercise 01

Exercise 02

Deep Learning
in 6 lines

Driving a
Live Script

Managing
Data files

Whatis a
datastore ?

Agenda

interesting bits

Exercise 03

Exercise 04

Digit Transfer
classification Learning

<

WORKFLOW#1.: WORKFLOW#?2:
Deep Network Designer Manual Coding
APP

Exercise 05

4\ Deep Network Designer - [m} X
DESIGMER
= 4 cut
EI‘:II:I 135 El & Zoom In % . 1Y%
. & Copy B
New = Duplicate Fit € ZoomOut = Auto | Analyze Export
Paste  to View Arrange -

FILE BUILD NAVIGATE LAYOUT | ANALYSIS = EXPORT a
LAYER LIBRARY Designer Data Training PROPERTIES

- \ 7] convolution2d . (&
INPUT E data
E imagelnputLayer L t magelnputLayer | Name
— FilterSize
= image3dinputLayer

NumFilters
m sequencelnputLayer Stride
DilationFactor
roilnputLayer

E P ¥ Padding
CONVOLUTION AND FULLY C... Weighis [s};;‘we;xz
ﬁ convolution2dLayer = [1x1x96

- ~ 1as single]
convolution3dLayer relut WeighlLeamRateFactor | 1 -

relulayer | OVERVIEW
ﬁ groupedConvolutio... D
ﬁ transposedConv2d...
| norm-
EI transposedConv3d = N \
- ) crossChannelN...
T I

rl

YOLO
Object
detector

Exercise 07

ECG
Heart
Condition
classifier

&\ MathWorks
DEMOs

The Experiment
‘Manager APP

Image Labeller APP

P

Let's automate this... |

13
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What is Deep Learning?

= Subset of machine learning with automatic feature extraction
— Learns features and tasks directly from data

= Accuracy can surpass traditional ML Algorithms

Deep Learning

Machine ,
L ear n i n g 2 = 1 CONVOLUTIONAL NEURAL NETWORK (CNN}) CAR V

95%
LEARED FEATRES ! 2% ] TRUCK X
- '.-’|' L]
oo

Deep
Learning

°
2%

BICYCLE X

14



Data Preparation

'|||'|‘|' Data cleansing and
preparation

9 Human insight

Simulation-
generated data

15

Deep Learning Workflow

Al Modeling

@ Model design and
tuning

s Hardware
[_H ] oo
—aC3  accelerated training

‘k Interoperability

Today we’ll focus
on this part

Simulation & Test

Integration with
complex systems

-l>‘:|—_| System simulation

— X System verification
—+v and validation

4\ MathWorks

Deployment

. Embedded devices

% Enterprise systems

¢ Edge, cloud,
desktop

15
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Deep Learning and Al in Industry

Oversteering
Detection

Automatic Defect

Detection,; AIRBUS

Digital Twins of—ﬂg

Compressors

control development process ~ . TTTTITIpmImmmmmmmmmsmmmss s s s asanas
Develop algorithems by
rrrrrrr mulations |
-
I .(mo@ oL source @

e [ Off-board venification
ereyesey — Possible to integrate Al models | 3
oo | |to exlisgfg control models for

ECU Vehicle Control DENSO

Enerqy use _ .C }
optimization Building:

Seismic Event @
Detection

16


https://www.mathworks.com/company/newsletters/articles/detecting-oversteering-in-bmw-automobiles-with-machine-learning.html
https://www.mathworks.com/company/user_stories/case-studies/atlas-copco-minimizes-cost-of-ownership-using-simulation-and-digital-twins.html?s_tid=srchtitle
https://www.mathworks.com/company/user_stories/buildingiq-develops-proactive-algorithms-for-hvac-energy-optimization-in-large-scale-buildings.html?s_tid=srchtitle
https://www.mathworks.com/company/user_stories/case-studies/airbus-uses-artificial-intelligence-and-deep-learning-for-automatic-defect-detection.html
https://www.matlabexpo.com/content/dam/mathworks/mathworks-dot-com/images/events/matlabexpo/jp/2019/b3-ecu-ai-implementation-densoten.pdf
https://library.seg.org/doi/pdf/10.1190/segam2019-3215081.1

University of
Southern California

University of
Twente

Deep Learning and Al in Research

a. System identification:

Input Actuations
——

Actuator 2

b. Creating an inverse
kinematics map:

PYTROS S o T | B s B

s L Lr—llr

Output Kinematics
—
Kinematics 1

Kinematics 2

—_—

Kinematics 6

Outputs Inputs
—~—~ —~—h

Actuator 1 Kinematics 1 l

Kinematics 2

Actuator 2

l Actuator 3

Artificial Neural Network
(ANN)

NE
N

"\_/._\/\

4\ MathWorks'

Kinematics 6

Reinforcement Learning for Robotic Arm

Augmented Reality of blood flow

DKFZ
Heidelberg

Deep Learning for Tumor Detection

70 (105)
60 (91)

Tornado parameters

50 (76)
40 (61)

30 (46)

20 (32)

Structural parameters

50

Mean Fragi;}ity Surface

Northeaster
University

100

R [m]

Neural Networks simulate tornadic wind load



https://blogs.mathworks.com/deep-learning/2019/07/24/deep-learning-for-medical-imaging/
https://blogs.mathworks.com/headlines/2019/05/16/robot-quickly-teaches-itself-to-walk-using-reinforcement-learning/
https://uk.mathworks.com/company/newsletters/articles/visualizing-and-diagnosing-reduced-blood-circulation-with-augmented-reality-and-deep-learning.html
https://uk.mathworks.com/company/newsletters/articles/using-artificial-neural-networks-and-performance-based-engineering-to-assess-the-structural-effects-of-tornadoes.html?s_tid=srchtitle

4 MathWorks

MathWorks Focus on Deep Learning and Al for
Engineering and Science

e
i
P
O f T
sl
~ Jrsc T



https://www.mathworks.com/help/lidar/ug/pointseg.html
https://www.mathworks.com/help/lidar/ug/PointPillars.html
https://www.mathworks.com/help/phased/ug/modulation-classification-of-radar-and-communication-waveforms-using-deep-learning.html
https://www.mathworks.com/help/phased/ug/pedestrian-and-bicyclist-classification-using-deep-learning.html
https://www.mathworks.com/help/comm/ug/modulation-classification-with-deep-learning.html
https://www.mathworks.com/help/comm/ug/design-a-deep-neural-network-with-simulated-data-to-detect-wlan-router-impersonation.html
https://www.mathworks.com/help/reinforcement-learning/ug/train-biped-robot-to-walk-using-reinforcement-learning-agents.html
https://www.mathworks.com/help/reinforcement-learning/ug/train-ddpg-agent-for-pmsm-control.html
https://www.mathworks.com/help/finance/machine-learning-for-statistical-arbitrage-iii-training-tuning-prediction.html
https://www.mathworks.com/help/images/segment-3d-brain-tumor-using-deep-learning.html
https://www.mathworks.com/help/images/deep-learning-classification-of-large-multiresolution-images.html
https://www.mathworks.com/help/audio/ug/Speech-Command-Recognition-Using-Deep-Learning.html
https://www.mathworks.com/help/audio/ug/cocktail-party-source-separation-using-deep-learning-networks.html
https://www.mathworks.com/help/deep-learning-hdl/ug/defect-detection-example.html
https://www.mathworks.com/matlabcentral/fileexchange/72444-anomaly-detection-and-localization-using-deep-learning-cae
https://www.mathworks.com/help/driving/ug/train-a-deep-learning-vehicle-detector.html
https://www.mathworks.com/help/driving/ug/create-occupancy-grid-using-monocular-camera-sensor.html
https://www.mathworks.com/help/robotics/ug/avoid-obstacles-using-reinforcement-learning-for-mobile-robots.html
https://www.mathworks.com/help/predmaint/ug/wind-turbine-high-speed-bearing-prognosis.html
https://www.mathworks.com/help/predmaint/ug/fault-diagnosis-of-centrifugal-pumps-using-residual-analysis.html
https://www.mathworks.com/help/images/multispectral-semantic-segmentation-using-deep-learning.html

4\ MathWorks

Deep Learning Models are Neural Networks

= Deep neural networks have many layers
- Data is passed through the network, and the layer parameters are updated

(training)

OvidOAC
<R NSNS
c/.«\"' s}"&.}’/

ROIRORO=X
~>@. RN KX




4\ MathWorks

Deep Learning Networks Take in Numeric Data

199 206 208 201 188 178 165 164 180

202 205 202 188 176 169 178 186 183 ’\\,/\\ \ ’ /{\ ) /\
203 206 189 178 181 183 182 154 87 . r/\.\f\ 1/\\/'\, / »—)\ A NS g
203 192 184 186 177 167 153 181 192 f f

| |191 182 176 166 153 141 136 180 227
le6 165 154 154 138 137 1% 170 211

&Y T lse 50 w5 o w16 o1 13 7 137 158 185 212 239 266 293 320 347 314 376
143 51 98 144 129 130 143 178 123 . .
107 50 33 95 152 173 192 159 87 S|gnaIS are numeric VeCtorS

104 100 84 120 132 172 131 64 94
119 101 97 81 90 109 87 106 111
127 122 110 97 108 120 133 131 134
111 117 108 119 131 143 146 141 156
126 122 113 119 139 142 155 1el 151

A A The Bird Flies=[0 13 5 6]
The Leaf Is Brown=[13 3 11 2]

Images are a numeric matrix

Text is processed as numeric vectors

Deep Learning Documentation 20



https://www.mathworks.com/help/deeplearning/index.html

Purpose:

Use a PRETRAINED neural network to classify an image
Introduction to some basic functions

To Do:

1.
2.

Open Work GettingStarted.mlx
Follow along with instructor

4\ MathWorks

4. Figure 1
File Edit View |Insert Tools Desktop Window

N de @ 06| R[E

Category - peppers

Help

21



What we just did

imresize( )

( Resize
image

alexnet( )

analyzeNetwork ( )

classify( )

@

M
=

1

=)

384 x 512 x 3

Pre-TRAINED
CNN

=)

227 x 227 x 3

&\ MathWorks

this _is a what =

bell pepper

Let’s discuss the

following

What is a convolutional Neural Network (CNN) ?

How do you assemble them ?

How do you train them ?

How do | assess their performance ?
 Isitgood at what it does ?

22
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We Can Build Networks from Scratch or Use
Pretrained Models

= Pretrained models have predefined layer orders and parameter values

= Can be used directly for inference (AlexNet Example)

-

Full list of models available HERE

AlexNet / \
VGG-16 ResNet-18 Inception-v3
VGG-19 ResNet-101 DenseNet-201
- Xception
GoogLeNet ResNet-50 P

\ / \ /
Get started Effective for object detection and
with these semantic segmentation workflows

Models

SqueezeNet
MobileNet-v2
ShuffLeNet

~

Lightweight and
computationally
efficient

23


https://www.mathworks.com/help/deeplearning/ug/pretrained-convolutional-neural-networks.html

4\ MathWorks

Access Pretrained Models from Within MATLAB or Import from the Web

https:/www.mathworks.com/help/releases/R2021a/deeplearning/deep-learning-import-export-and-customization.html

1 TensorFlow +Q+’ Caffe2 O PyTorch

Keras \ I
h | ( ] ONNX import AND export
4\ o
— —> @Xnet

MATLAB ONNX
Caffe

24


https://www.mathworks.com/help/releases/R2021a/deeplearning/deep-learning-import-export-and-customization.html

Pick a network to load in. Ploaca]

® convl1-Tx7_s2
T
® convi-relu_7x7
T
® pool1-Zx3_s2
T
® pool1-norm1
T
® conv2-3x3_r .
T
® convZ-relu_3...
T
® conv2-3x3
T
@ conv2-relu_3x3
vgg16 1

@ conv2-norm2

resnets0

ption_3 i S=-# inception_3a-_

X ptICII'I inception_3a-..# inception_3a-._# inception_3a-.._

inception_3 inception_3a-..@ inception_3a-...

inceptionv3 incspton_3
pe

squeezenet Gonapion. 2 o nceion_ 3.

inception_3b-..# inception_3b-..# inception_3b-...

nasnetlarge

inception_3b-..# inception_3b-..# inception_3b-...




4\ MathWorks

What we just did

Configure TESTING file
management TEST the network

>

NET

w

26
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Pretrained models aren’t always enough. We may have
to build and train networks from scratch

Data Preparation Al Modeling Simulation & Test Deployment

||||||‘|| Data cleansing and @ Model design and

, ) Il Elen sl . Embedded devices
preparation tuning

complex systems

9 Human insight =22 Hardware

=5cw accelerated training _Dﬁl S SlrLlEe % Enterprise systems

— x System verification ¢® Edge, cloud,

Sl el * Interoperabilit )
P y —+v and validation ] desktop

generated data

.... 90 let’s talk about
building and training

models from scratch
27



Creating Layer Architectures

= Convolution Neural Networks — CNN
= Special layer combinations that make them adept at classifying images

= Convolution Layer

RelLU Layer
Max Pooling Layer

4\ MathWorks

28
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Convolution Layers Search for Patterns

These patterns would be common in the number O

29




&\ MathWorks:

All patterns are compared to the patterns on a

new image.
Bl B EE R BB
H B B EEREE BN

Pattern starts at left corner

Reach end of image
Repeat for next pattern

\ Play the video !

30



@\ MathWorks:

Good pattern matching in convolution improves
chances that object will classify properly

= This image would not match
well against the patterns for the
number zero

= It would only do . .
very well against
this pattern . .

31



'Convolution Layers attributes

convolution2dLayer ()

@ Help

- o O | convolution2dLayer = | + | HOHO

Documentation

— CONTENTS

“« Documentation Home

4« Deep Learning Toolbox

« Deep Learning with Images

convolution2dLayer

Description

Creation

Properties

Examples

More About

Compatibility Considerations
References

Extended Capabilities

See Also

Search Help

Al Examples Functions Blocks Apps

convolution2dLayer

2-D convolutional layer expand all in page

Description

A 2-D convolutional layer applies sliding convolutional filters to the input. The layer convolves the input by moving
the filters along the input vertically and horizontally and computing the dot product of the weights and the input,
and then adding a bias term.

Creation
Syntax
layer = convolution2dLayer(filterSize,numFilters)

layer = convolution2dLayer(filterSize,numFilters,Name,Value)

Description

layer = convolution2dlLayer(filterSize,numFilters) creates a 2-D convolutional
layer and sets the FilterSize and NumFilters properties.

layer = convolution2dLayer(filterSize,numFilters,Name,Value) sets the optional example
Stride, DilationFactor, NumChannels, Parameters and Initialization, Learn Rate and
Regularization, and Name properties using name-value pairs. To specify input padding, use
the 'Padding’ name-value pair argument. For example,
convolution2dlayer(11,96, 'Stride',4, 'Padding”,1) creates a 2-D convolutional layer
with 96 filters of size [11 11], a stride of [4 4], and padding of size 1 along all edges of the
layer input. You can specify multiple name-value pairs. Enclose each property name in single
quotes.
Input Arguments expand all

Name-Value Pair Arguments

llea ramma_camaratad namavalia nair arnomante toa enacifu tha ciza Af tha naddinn ta add alann tha adnoe ~F

x

|~

Properties

Convolution

3 FilterSize — Height and width of filters
vector of two positive integers

S NumFilters — Number of filters
positive integer

oy Stride — Step size for traversing input
[1 1] (default) | vector of two positive integers

> DilationFactor — Factor for dilated convolution
[1 1] (default) | vector of two positive integers

b’ PaddingSize — Size of padding

[@ ® @ @] (default) | vector of four nonnegative integers

5 PaddingMode — Method to determine padding size
"manual’ (default) | " same’

> Padding — Size of padding
[@ 8] (default) | vector of two nonnegative integers

3 PaddingValue — Value to pad data

0 (default) | scalar | ' symmetric-include-edge’ | ' symmetr]

NumChannels — Number of channels for each filter
"auto’ (default) | positive integer

Parameters and Initialization

%,  WeightsInitializer — Function to initialize weights

32



https://www.mathworks.com/help/releases/R2021a/deeplearning/ref/nnet.cnn.layer.convolution2dlayer.html

Rectified Linear Units Layer (RelLU)

Converts negative numbers to zero

‘ MathWorks

33



Max Pooling Is a down-sampling operation

Shrink large images while preserving important information

2x2 filters 4 8

Stride Length =2

4\ MathWorks :}

strid
résu
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| 4\ MathWorks
Last layers

= Classification problems end with 3 Layers

A Fully Connected Layer

= looks at which high-level features correspond to
a specific category

= calculates scores for each category (highest

score wins)
= “flattens” the matrix into a column vector T ———— — -'I
B Softmax Layer | |
"l 1. — CAR
- turns scores into probabilities ‘ Z VAN [
. S
| A - [
-l ) -
e ' , ‘ = W Y, : : 5 I
0.5 ﬂ-(z)i ] K— ’ 0 [] — sicyeie I
D=1 €7 [
J_ INPUT \CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING jI\HA"EN COL“:;ITED SOFTMAX J I
1 o 1 1 J y
-6 -4 2 o 2 4 6 Y Y I
. . FEATURE LEARNING I CLASSIFICATION l
C Classification Layer —— -

= categorizes image into one of the classes that
the network is trained on

fullyConnected...
softmax
softmaxLayer
classoutput
classificationLa. ..

fc

= Note: regression problems end with 2 layers
— Fully Connected Layer
— Regression Layer

> B
cw M
o B




How does Deep Learning work?

Hyperparameters are set manually

Learnable Parameters are chosen by the network

The deeper the network, the more information is processed
multiple types of neural networks with different structure (e. g.

are not updated during training

number of hidden layers, learning rate, minibatch size, epochs,

activation function, etc.

calculated within the neurons

adjusted during training by comparing the predicted (final)

output with the actual output

CNN, RNN, GAN, and many more)

only considering specific regions (e. g. receptive fields in CNN)

or specific outputs

z::w:: ution2dL. .

[~of dats
mMageinputl ayer

relui

reful=yer

normd
crossCha

nneit.

pooll
maxPoo

g2dL...

[GF]| =om

net.Layers (2)

4\ MathWorks

Convolution2DLayer with properties:

Name: 'convl'

Hyperparameters
* FilterSize:

NumFilters:

Learnable Parameters

NumChannels:

[11 11]
3
96

Stride: [4 4]
DilationFactor: [1 1]
PaddingMode:
PaddingSize:

'manual’
[0 0 0 0]

* Weights: [11x11x3x96

single]

* Bias: [1x1x96 single]

4\ Deep Learning Network Analyzer - [m] X
net
251 0 00
Analysis date: 21-Jun-2021 14:18:12
ANALYSIS RESULT [~ ]
® data e Activations Leamables
Y
e Input 227x227%3
& convi e fnp e
Y
& relut volution 55%55x95 Weights 11x11x3=96
: Bias 1=1=96
® norm1 u 55%55x96
Y
® pooll is Channel Nor... |55=55<96
Y
® conv2 Pooling 27%2796
Y
® relu2 - - - et - 5
! Jped Convolution |27x27x256 Weigh. 5x5x48x128..
Bias 1x1x128=2
& norm
Y u 27=27%256
® poo
T i5 Channel Nor_.. | 27=27=256
® conv3
! Pooling 13=13x236
@ relu3
! B volution 13=13=384 Weights 3I=3x256=384
e N Bias  1x1<334
::::::::::
@ reiud -] R



matlab:helpPopup%20nnet.cnn.layer.Convolution2DLayer

4\ MathWorks

How Do | know Which Layers to Use?

Feature Extraction - Images Activation Functions

« 2D and 3D convolution « RelLU
« Transposed convolution (...) « Tanh(...)

Sequence Data

Signal, Text, Numeric Normalization
e LSTM * Dropout
e BILSTM  Batch normalization
«  Word Embedding (...) o« (...)

Research papers and doc examples can provide guidelines for creating
architecture.

Documentation on Network Layers

37


https://www.mathworks.com/help/deeplearning/examples.html
https://www.mathworks.com/help/deeplearning/ug/list-of-deep-learning-layers.html

4\ MathWorks

3 Components to Train any Network

||‘“| \ Data @7 Network Training
Architecture Options

Preparation

“‘How much data Define inputs and Influence training
do | need?” layers for deep time and accuracy
l learning model
Solver Type
« [|nitial Learn Rate
It depAeECCI)S_I._. -but Minibatch Size

Max Epochs

38



Purpose:
Learn how to create and train deep neural network
Use MATLAB'’s Deep Network Designer
Explore hyperparameters

Details
Dataset consists of handwritten digits 0-9
60,000 training images
10,000 test images

MNIST handwritten digit database, Yann LeCun, Corinna Cortes and Chris Burges

4\ MathWorks
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http://yann.lecun.com/exdb/mnist/

4\ MathWorks

' What we just did

4\ MATLAB R2020a 4\ Deep Network Designer — m| W

DESIGMER

I:II:::I I—él_il 016 cut IZI &l ZoomIn % Qy

MACHINE LEARMING AMD DEEP LEARNING & Copy
- Fit =, Zoom Out Auto Analyze = Export

LIVE EDITOR INSERT

New | Duplicate

@ &J &J &J * &J @ * ToklE to View Arrange -

FILE BUILD MAVIGATE LAYOUT | ANALYSIS | EXPORT

FILE
- Classification § Deep Metwork | Experiment Meural Net Neural Net Meural Net Meural Met Regression — - S
<EP EHA R » C b bh Learner Designer Manager Clustering Fitting Pattern Rec..  Time Series Learner LAYER LIBRARY Designer Data Training PROPERTIES

¥ aanar B na -~ s =
OBJECT DETECTION N ——— convolution2dLayer (3
3 , ’ E magelnputLayer
=I regionProposalLayer . oy
1 I
Eﬁﬁ yolov2ReorgLayer FEEE 55
MNumpFilters 20
- 3 ey conv
The Deep Network Designer 2] yolvzrranstomLaye
[~2]3 anchorBoxLayer DilationFactor 1,1
=l
Padding 0,0,0.0 -
=T,
ssdMergelayer B relu Weights [1
QUTPUT sluLayer Bias []
softmaxLayer WeightLeamRateFactor 1
WeightL 2Factor 1
classificationLayer E maxPooI 2 BiasLeamRateFactor 1
maxPooling2dL
regressionLayer ST 0
Weightsinitializer glorot - -
renSoftmaxLayer =
E rcnnBoxRegression. ..
renClassificationLayer
pixelClassificationL... m Sﬁ_ﬂmax
softmaxLayer
Fa:]  dicePixelClassificati...
14 1]
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https://www.mathworks.com/help/releases/R2020a/deeplearning/ref/deepnetworkdesigner-app.html

| 4\ MathWorks

. B
= Train a deep neural network from scratch We did this in the
MNIST exercise
CONVOLUTIONAL NEURAL NETWORK (CNN) CARv But WHY start from

3%

éﬂ o

] 2
!954,] TRUCK X >— scratch -

a— . . Can we start with an
2% 11 - b}
¢ already “partially
BICYCLE X trained model
/

Transfer Learning

= Use a pretrained model — Transfer Learning

e e e e e e e e e e e R e i e i i i R L

, ~
V4 L FINE-TUNE NETWORK WEIGHTS S \
/

/ ¢ CAT v Y
I’ ‘e PRE-TRAINED CNN NEW TASK \
\\ l' DOG X |

i /

N . . . /

Mo More details in the next session ’

- _- 41
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Access Pretrained Models from Within
MATLAB or Import from the Web

1 TensorFlow +Q+’ Caffe2 O PyTorch

B e N_L /S

Caffe importer MATLAB® O N N X
Caffe

Keras importer

MATLAB
desktop

i ﬁ Get Hardware Support Packages

4\ MathWorks

Search:
Onnx, Keras, etc

42



Pretrained Models

= Pretrained models have predefined layer orders and parameter

values

= Can be used for inference without training

/
AlexNet

VGG-16
VGG-19
GoogLeNet

\

/

ResNet-18
ResNet-101
ResNet-50

\

Inception-v3
DenseNet-201

Xception

Get started
with these
Models

Effective for object detection and
semantic segmentation workflows

MATLAB desktop

4 N

SqueezeNet
MobileNet-v2
ShuffLeNet

4\ MathWorks

Full list of models available HERE

Documentation

Lightweight and
computationally
efficient

4\ Add-On Explorer

Py

=
RddOns  Help = Request Support
- =  [Z Learn MATLAR

@ #% Community

I IOW E Get Add-Ons
F anage -Ons
7 Package Toolbox

Package App

Get Hardware Support Packages

flexnet

Deep Learning Toolbox Y
Model for AlexNet Network
by MathWorks Deep Learning
Toolbox Team

488 Downloads
Updated 18 Mar 2020

Pretrained AlexNet network model for
image classification

AlexNet is a pretrained Convolutional
Neural Network (CNN) that has been
trained on approximately 1.2 million
images from the ImageNet Dataset
(hitp:/image-net.org/index). The

model has 23 layers

MathWorks Optional Feature

Q@ Help - O
@ wp 3 v~ & - | Pretrained Deep Neural Metworks |+ |

BHOHO

All Examples Functions Apps

Pretrained Deep Neural Networks

ou can take a pretrained image classification network that has already learned to extract powerful and informative features from
natural images and use it as a starting point to learn a new task. The majority of the prefrained networks are trained on a subset
of the ImageNet database [1], which is used in the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) [2]. These
networks have been trained on more than a million images and can classify images into 1000 object categories, such as
keyboard, coffee mug, pencil, and many animals. Using a pretrained network with fransfer learning is typically much faster and
easier than training a network from scratch.

You can use previously trained networks for the following tasks:

Purpose Description

Classification Apply p d networks directly to cl. problems. To
classify a new image, use classify. For an example showing how
to use a prefrained network for classification, see Classify Image
Using GoogLeNet

Use a pretrained network as a feature extractor by using the layer
activations as fealures. You can use these activations as features fo
frain another machine learing model, such as a support vector
machine (SVM). For more information, see Feature Extraction. For
an example, see Exiract Image Features Using Prefrained Network.

Feature Extraction

Take layers from a nefwork trained on a large data set and fine-tune
on a new data set. For more information, see Transfer Leaming. For
a simple example, see Get Started with Transfer Leaming. To fry
more prefrained nefworks, see Train Deep Leaming Network to
Classify New Images.

Transfer Leaming

Compare Pretrained Networks

Pretrained networks have different characteristics that matter when choosing a network to apply to your problem. The most
important characteristics are network accuracy, speed, and size. Choosing a network is generally a tradeoff between theze
characteristics. Uze the plot below to compare the Imagehet validation accuracy with the fime required to make a prediction using
the network.
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4\ MathWorks'

Transfer Learning Workflow — model assembly

Load pretrained network Replace final layers Train network Predict and assess
- network accuracy

Early layers that learned Last layers that New layers to learn z Training images
low-level features learned task features specific b= S
(edges, blobs, colors)  specific features to your data

—— Training options

o

1 million images

Test images

]
|

:
L

Trained Network

1000s classes Fewer classes 100s images
Learn faster 10s classes
5 .
g 5| |oz
= > =]
2 ™ o =
c . =/
E > 5]
=) i o =
Q MEE M2
= T % ©
832 @ @ T T

X
il
o Bl

FEATURE LEARNING h A

>
©
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Purpose:

= Use transfer learning to leverage a
pretrained model to classify 5 types of food

= Visualize activations within a network

To Do:
1. Open Work Food.mlx

4\ MathWorks
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Configure TRAINING file
management

(o N
=

imageDatastore( )

splitEachLabel ( )

augmentedImageDatastore y

4 MathWorks

What we just did

Configure TRAINING options

TRAIN the network

-

|I» trainingOptions( ) I

l trainNetwork (

Define Network Layers |I- \\

~

)

/

L)

Configure TESTING file
management

TEST the trained network

|

NET

g =)
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DEMO - Experiment Manager

« Run, Track, and Analyze Multiple Deep Learning Experiments

[ JoN Experiment Manager

EXPERIMENT MANAGER

B @ g MY oe

lev j=s : Layout F Stop = Training Ceonfusion = Filter  Export
= Duplica - Plot Matrix -
FILE ENVIROMMENT RUN REVIEW RESULTS | FILTER | EXPORT -
EXPERIMENT BROWSER o Baseline Tuning Baseline Tuning | Result1 [
~ [=] DigitsClassifier
~ /&, Baseline Establishment Pt Uil
R sweep Initial Leaming Rate Baseline Tuning 2r7/2020, 12:53:36 PV I 7/16 Trials
Eiaelon L & Complete 7 A Stopped 0 @ Error 0
~ /& Baseline Tuning O Running 1 = Queued 8 ¥ Canceled 0
[E] Result1 (Running)
E Larger Initial Learning Rate Range
E Sweep Learning Rate Conv Size and E
E Add Conv-Batch-ReLu Banks Trial Status Progress Elapsed Time mylnitialLearn... convFilterSize Training Accu... Training Loss Validation Ac..
[ Vary Filter Size of First Conv2D Layet |1 & Complete I 100.0% O hr 0 min 16 sec 1.0000e-6 3.0000 12.5000 2.6441 10.
[ Train Validation Split Study 2 & Complete I 100.0% O hr 0 min 15 sec 1.0000e-5 3.0000 25.7813 2.1228 20.
3 & Complete I 100.0% O hr 0 min 14 sec 0.0001 3.0000 64.8438 1.0878 42,
4 © Complete I 100.0% O hr 0 min 16 sec 0.0005 3.0000 90.6250 0.4648 49
5 ® Complete I 100.0% 0 hr 0 min 15 sec 1.0000e=6 4.0000 11.7188 2.4967 6.
[ & Complete I 100.0% 0 hr 0 min 15 sec 1.0000e-5 4.0000 23.4375 2.1213 14
77 @ Complete I 1 0. 0% 0 hr 0 min 17 sec 0.0001 4.0000 72.6563 1.0283 39
8 © Running o I 0. 7% 0 hr 0'min 4 sec 0.0005 4.0000
9 = Queued N I 0.0% 1.0000e-6 5.0000
10 = Queued N I 0.0% 1.0000e-5 5.0000
1 = Queued H I 0.0% 0.0001 5.0000
12 '= Queued N I 0.0% 0.0005 5.0000
13 £= Queued N I 0.0% 1.0000e-6 6.0000
14 £= Queued N I 0.0% 1.0000e-5 6.0000
15 = Queued H I 0.0% 0.0001 6.0000
16 = Queued N I 0.0% 0.0005 6.0000
14

4\ MathWorks

Play the video !
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Techniques Covered so Far

1. Train a Deep Neural Network from Scratch
Convolutional Neural Network (CNN)

Learned features 950 Car v
| 3% Truck x
° °
[ A
L 2% - Bicyclex

Fine-tune network weights

Car v
Truck x

Pretrained CNN )  New Task
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Classification vs. Object Detection

Label = Vehicle

Object detection predicts the
location and label for objects in
an image

Classification predicts a label for
an entire image.

49
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Deep Learning Object Detection Examples in MATLAB

V.evaTe

Documentation examples:
= Faster R-CNN

&) | I Y
. : . = YOLO v2
Object Detection Using Object Detection Using
SSD Deep Learning YOLO v2 Deep Learning = YOLO V3

= Single Shot Detector

Train a Single Shot Detector (SSD). Train a you only look once (YOLO)
v2 object detector.

50
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https://www.mathworks.com/help/deeplearning/ug/object-detection-using-yolo-v3-deep-learning.html
https://www.mathworks.com/help/deeplearning/ug/object-detection-using-ssd-deep-learning.html

4\ MathWorks'

Transfer Learning is Commonly Used for Object

Detection

Load pretrained network Replace final layers Train network
Early layers that learned Last layers that New layers to learn - Tralnlng Images
low-level features learned task features specific S

(edges, blobs, colors)  specific features to your data

——

Training options

e fuiﬁ

Fewer classes 100s images
Learn faster 10s classes

1 million images
1000s classes

Predict and assess
network accuracy

Trained Network

51



1.

2.

3.

Transfer Learning Applied to YOLO v2 Object
Detection

Import Pretrained model (ResNet-50)

Replace last layers with YOLO detection layers (yolov2Layers)

Train network with training data

4\ MathWorks
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https://www.mathworks.com/help/vision/ref/yolov2layers.html

Purpose:

= Use transfer learning to create
YOLO v2 network

= Train network to detect vehicles
In Image

To Do:
1. Open Work Vehicles.mlx.

4\ MathWorks
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Selecting a Network Architecture

Image Signal or

p— ﬁ—ﬁﬁ-—h— e
English v Sentiment v Graphical v

0 0 g
| DTS g | Canon Ixus| in Madrid on March 4, The
Wm ® i e AL S
(_ Panasonic Lumix) |RCETTRTET 2R but the | Canon | cameralis
3
l all. Alll want when taking photos is point it and then just press the

0 S— .2
button. For only 200 doliars, a mwp!igoj. this| cameral |s

O ©- O— O 2
for me. Besides, | have had a JgfiTay | customer| | service|| experience]

0- )
|-k Pataddy|wey

ot g = e o il e o]

|

LSTM or CNN

RESET D

LSTM = Long Short Term Series Network (more detail in later slides) 54
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Recurrent Neural Networks
Take into account previous data when making new predictions

—
Output is used with next time step

4 )
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| was born in France...

[2000 words]

... | speak ?

4\ MathWorks
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Long Short-Term Memory Network

4\ MathWorks

Recurrent Neural Network that carries a memory cell (state) throughout the process

Output is used with next time step

/

~
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Simple LSTM Network Architecture

Layers:

- Input [= ESrair

- LST™ [m softmax

— Fully Connected softmaxLayer
— Softmax

— Classification [n Istm ]
IstmLayer

=== classoutput

LSTMS can be used for [ " classificationLa...

classification or regression [ f ]
C

fullyConnected. ..

4\ MathWorks
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4\ MathWorks

Using CNNs on Signal Data (Time-Freqg Transforms)

= CNNs are typically used to classify images
= Time-Frequency representations of signals can be used as images
= This approach can serve as a good starting point for signal classifications

~ FULLY
INPUT CONVOLUTION + RELU POOLING COMVOLUTION + RELLU  POOLING FLATTEN e ep  SOFTMAX

Y Y
HIDDEN LAYERS CLASSIFICATION

60



4\ MathWorks'

Different Types of Time-Frequency Transforms

e
xwi",‘}‘,?“w{.

g

s 24

Basic spectrogram Wavelet scalogram Wigner-Ville
Transform Transform

| MATLAB Time —Frequency Gallery

Constant Q transform Perceptually-spaced
Spectrogram 61


https://www.mathworks.com/help/signal/ug/time-frequency-gallery.html
https://www.mathworks.com/help/signal/ug/time-frequency-gallery.html

4\ MathWorks

Continuous Wavelet Transform

= We will use this time-frequency transform in our exercise (Work ECG_1).

= Differentiates signals from different classes well compared to basic
spectrogram.

10 One ECG recor d Magnitude Scalogram
. T T T T T T
1r o
- 0.2
g
0.8 ©
2 01
— o
S 06 > 0.15
E ) i
S & ]
3 04r i > S 5
= =] )
[=% o =
€ @ 0.1
< 02 H =
o
]
N
or I ©
£ 0.01 0.05
JW S
-02Ff z
_04 1 1 1 1 1 1 1 1 1 -
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900

Time(Samples) Time (Samples)
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Purpose: R
= Part 1: Classify different types of ECG signals Y e e
using time-frequency transform + CNNs JTTTTITTT

= Part 2: Classify these same signals using
feature extraction + LSTM

To Do:
1. Open Work ECG_1.mix.
2. Open Work ECG_2.mlx

Part 1 is required for part 2 to run

63



Long Short-Term Memory Network

4\ MathWorks

Recurrent Neural Network that carries a memory cell (state) throughout the process

Output is used with next time step

/

~
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Training LSTMs Directly on Signals?

Common Problem

= Long signals subject
to signal drift

= Training directly
leads to poor
network accuracy

4 Training Progress (30-Apr-2019 17:42:24)

Accuracy (%)

Training Progress (30-Apr-2019 17:42:24)

- m]
Training iteration 257 of 2750,
Training Time
Start time: 30-Apr-2019 17:42:24

Elapsedtime 10 min 11 sec

Training Cycle

Epoch: 12 of 125
Iterations per epoch 22
Maximum iterations: 2750
Validation

Frequency: MNIA
Patience: NIA

Other Information

Loss

Hardware resource: Single GPU
Leamning rate schedule: Constant
Leaming rate 0.01
Learn more
10
1 | | |
100 150 200 250
Iteration
Accuracy
Training (smoothed)
Training
— — @ — — Validation
Loss
| ‘ ‘10 ‘ ————— Training (smoothed)
Training
100 150 200 250
o = = @ — — Validation
Iteration

@

4\ MathWorks

65



Solution: Feature Extraction

= Extracting features from signals will:
— Preserve important information from signal
— Have smaller length compared to original signal

= Use extracted feature vectors as input to LSTM

| : ~
— QQQ : |

4\ MathWorks

Feature Engineering

66



4\ MathWorks

Automatic Feature Extraction with Wavelet Scattering

- We will use a technique called wavelet scattering to extract features from

our signal

Original Signals

= 65,000+ samples long

Feature extraction
= Dimensions: 499x8
= 499 features with

8 different channels
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Deep Learning Workflow — Prepare Data

Data Preparation Al Modeling Simulation & Test Deployment

'|||'|‘|' Data cleansing and @ Model design and Integration with . Embedded devices
preparation tuning complex systems

. o Hardware : : I% :
9 Human insight =253 accelerated training -l>‘:|—_| System simulation Enterprise systems

Simulation- * - — X System verification e Edge, cloud,
generated data ey —+ and validation I g desktop
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Image Labeler
+ Video labeler

Signal Labeler
+ Audio Labeler

Play the video !

4\ MathWorks

How do | label my data?

[T_@m’u%ma@ﬁ@_

El[_]l:l j I i @ _ ZoomIn E Default Layout Algorithm:
| ] : oy
~ Zoom Out Show Rectangle Labels Select Algorithm w
New Load Save Import Automate Export
Session  w +  Labels = L Pan L Show Scene Labels e =
FILE MODE VIEW AUTOMATE LABELING EXPORT r
| ROI Label Definition | | Image |

ED:, Define new ROl label

To label an ROI, you must first define one
or more of the following label types:

Load images to start labeling

- Rectangle label
- Pixel label

| Scene Label Definition |

ED:, Define new scene label

Apply to Image

Remove from Image

To label a scene, you must first define a scene
label
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https://www.mathworks.com/help/vision/ug/get-started-with-the-image-labeler.html

How do | label my data?

&\ MathWorks

Image Labeler
+ Video labeler

Signal Labeler

Audio Labeler - Counting-16-44p1-mono-15secs.wav

Primary Sou... ¥

¥ Audio Files
Ambiance-16-44p1-mono-12secs.wav A
AudioArray-16-16-4channels-20secs.wav
ChurchimpulseResponse-16-44p1-mono-5secs.wi...
| Click-16-44p1-mono-0.2secs.wav
3Cuunting-16-44p1-mono-155ecs.wav
|Engine-16-44p1-stereo-20sec.wav
|FemaleSpeech-16-8-mono-3secs.wav
FunkyDrums-44p1-stereo-23secs.mp3
FunkyDrums-48-stereo-25secs.mp3
Heli_16ch_ACN_SN3D.wav
JetAirplane-16-11p025-mono-16secs.wav

| Laughter-16-8-mono-4secs.wav

| MainStreetOne-24-96-stereo-63secs.wav
NoisySpeech-16-22p5-mono-3secs.wav
|Rainbow-16-8-mono-114secs.wav
RainbowNoisy-16-8-mono-114secs.wav

+ Audio Labeler

Play the video !

w Audio File Info

Counting-16-44pl-mono-15secs.wav:

Channels: 1
Sample Rat 44100 Hz
Duration: 15.534 s
Compressio Uncompressed

Bit Depth: 16 bits/sample
Location: C:\MATLAB\R2019b_Bash\toolbq

Load Save Import Export
v - v g Settings ] Legend Detector Text -
FILE DEVICE VIEW = N F'PQPT
Data Browser ® Counting-16-44p1-mono-15secs.wav

File Labels =]

e -
:J H i Audio Player: B3 Defout Layout @
spech | Speechto

— X
i 2 =10 )

ROI Labels dad||

T = 00:00:00.000

Ready

Samples Underrun = 0
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4\ MathWorks

Deep Learning Workflow — Deploy System

Data Preparation Al Modeling Simulation & Test Deployment

preparation

.|||.|‘|. Data cleansing and @ Model design and Integration with

_ . Embedded devices
tuning complex systems

. o Hardware : : I% :
9 Human insight =253 accelerated training -l>‘:|—_| System simulation Enterprise systems

Simulation- * - — X System verification e Edge, cloud,
generated data ey —+ and validation I g desktop
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Embedded Systems

Deployment and Scaling for A.l.

/Enterprise Systems\

4\ MathWorks'
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Embedded Deployment — Automatic Code Generation

) )

)

MATLAB Code Auto-generated Code Deployment
(C/C++/CUDA) Target
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Deploying Models for Inference

AMDI Intel’

<3

GRAPHICS
= RADEON e )
Gen eratIOn nVIDIA. GRAPHICS (lntel

NVIDIA, the NVIDIA logo, and TensorRT are registered trademarks of NVIDIA Corporation
Intel logo is a registrered trademark of Intel Coroporation 74
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R2020a
GPU Coder Inference Performance with ResNet-50 on Titan V
Batch 1
909
489

331

Images/Second

GPU Coder + GPU Coder + GPU Coder +
cuDNN (FP32) TensorRT (FP32) TensorRT (INT8)

Intel® Xeon® CPU 3.6 GHz - Titan V - NVIDIA libraries: CUDA10.0/1 - cuDNN 7.5.0 75
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Deploy to Enterprise IT Infrastructure

‘ MATLAB Databases

Production Server
Cloud Storage

‘ -
‘ Request : “ Containers
Broker .

| Cloud & Datacenter Infrastructure

Streaming

Dashboards

Custom Tools

'V W WY
VvV
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Generate GPU Code for Deep Networks

/

Play the video !

4\ MathWorks

GPU Coder

Generate Code for Deploying Deep Networks
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Why Use MATLAB?

MATLAB supports the data preparation,
training, and deployment workflow

Bl ol S S R el el el wd

:AUDID =

A“nlu -== UDAII I'ﬁ I:[SSlNﬂ . .
ENSOR IlATA ANALYSIS s
IMAGE PROCESSING: MATLAB has specialized DL tools

SeiLpicessie - designed for scientists and engineers

& - REINFORCEMENT LEARNING =*

2 N-DIVOLUMES =

: MATURAL LANGUAGE™*
SSENSOR DATA: AHALYSIS S

" SENSOR DATA ANALYSIS

o WG ESSNE 5

£E

TEXT ANALYTICS

— D

F TensorFlow 2 Caffe2  © PyTorch

Keras \ I /

— MATLAB interoperates and
t—p — @Xnet
: ONNX

Keras importer

enhances Open Source frameworks

Caffe importer

Caffe RN
e Q‘Chainer ﬁk
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MathWorks Engineering Support

ort

Technical Supp

4\ MathWorks
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Self-Paced Online Courses

https://matlabacademy.mathworks.com/

Get Started
= FREE
Stateflow Onramp
Leam the basics of creating, editing,
MATLAB Onramp Deep Learning Onramp Simulink Onramp :Esiriulzzl:;:ta;;er::;ii:esl ::g
Stateflow.
2 hours 2 hours 3 hours 2 hours

Computational Mathematics
*Available only to users at universities that offer campus-wide online training access.

C

Solving Nonlinear Equations Solving Ordinary Differential Introduction to Linear Introduction to Statistical
with MATLAB Equations with MATLAB Algebra with MATLAB Methods with MATLAB
1.5 hours 2 hours 1.5 hours 2 hours
Core MATLAB Functionality Data Analytics
-—

MATLAB Fiickusisntik MATLAB Pr(.)grcmming MATLAB for finoncigl MATLAB for‘ Dof'o P.r.ocessing
Techniques Applications and Visualization
20 hours 14 hours 20 hours 7 hours

Machine Learning Onramp

Learn the basics of practical
machine learning methods for
classification problems.

2 hours

Introduction to Symbolic

Math with MATLAB

2 hours

Machine Learning with
MATLAB

14 hours

Deep Learning with MATLAB

4\ MathWorks

Every MATLAB Campus License in
AU/NZ has access to these courses, eg:
ANU, UNSW, Usyd, UTS, UQ, QUT, etc

Reinforcement Learning Image Processing Onramp
Onramp

Learn the basics of practical image
Master the basics of creating processing techniques in MATLAB.

intelligent controllers that learn from
experience.

[ Details | | Details |

6 in-depth courses for
enhancing MATLAB skills
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