
HPC-AI Advisory Council Introduction

Qingchun Song, Chair Of APAC

../../Video/Council_video.mp4


2

The HPC-AI Advisory Council

• Worldwide HPC and AI community organization, established in 2008 

• More than 450 member companies / universities / research centers

• Bridges the gap between HPC and AI usage and its potential

• Provides best practices, education, technology demonstrations, development center

• Explores future technologies and future developments
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HPC-AI Advisory Council Cluster Center

• The Council operates a cluster center with 14 clusters available for operation

• Providing free of charge access to variety of compute, network and storage technologies

• For more information: http://hpcadvisorycouncil.com/cluster_center.php

http://hpcadvisorycouncil.com/cluster_center.php
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Multiple Application Best Practices Published
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HPC Application Profiling – MPI Operations

35% 

of application’s time is 

MPI communications

Global Forecast System 

37% 

of application’s time is 

MPI communications

20% 

of application’s time is 

MPI communications

68% 

of application’s time is 

MPI communications
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Special Interest Subgroups

• HPC|Scale Subgroup

• HPC|Cloud Subgroup

• HPC|Works Subgroup

• HPC|Storage Subgroup

• HPC|AI Subgroup

• HPC|Music Subgroup

https://www.hpcadvisorycouncil.com/subgroups_hpc_scale.php
https://www.hpcadvisorycouncil.com/subgroups_hpc_cloud.php
https://www.hpcadvisorycouncil.com/subgroups_hpc_works.php
https://www.hpcadvisorycouncil.com/subgroups_hpc_storage.php
https://www.hpcadvisorycouncil.com/subgroups_hpc_ai.php
http://www.hpcmusic.com/
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HPC-AI Advisory Council 2021/2022 Activities

• Conferences

– 2nd Annual Japan Conference, February 16, 2022

– HPC-AI Track Of SCAsia22, March 1, 2022

– 12th Annual Swiss Conference, March 1-4, 2022

– 13th Annual Stanford California Conference, April 11-14, 2022

– 6th HPC-AI Advisory Council Australia Conference

– 14th Annual China Conference Under HPC China

– 2022 China SC

• University Competitions

– 5th Annual APAC HPC-AI Competition – March 2022

– 11th Annual ISC Germany Student Cluster Competition – June 2022

– 10th Annual APAC RDMA Programming Workshop and Competition – July 2022

• For more information 

– www.hpcadvisorycouncil.com

– info@hpcadvisorycouncil.com

http://www.hpcadvisorycouncil.com/
mailto:info@hpcadvisorycouncil.com
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Global Competition – ISC Students Cluster Competition

• Micro Benchmarks

– HPC Challenge

– High Performance LINPACK (HPL)

• HPC Applications

– WRF

– GPAW

– MetaHipMer 2.0

– LAMMPS

– Coding Challenge
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APAC Competition – HPC-AI Competition

• Part 1 – Artificial Intelligence – DLRM (Deep Learning Recommendation Model) 

• Part 2 – High-Performance Computing – GROMACS (GROningen MAchine for Chemical 

Simulations)
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APAC Competition - RDMA Programming Competition

• https://www.hpcadvisorycouncil.com/events/2021/rdma/

https://www.hpcadvisorycouncil.com/events/2021/rdma/
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2022 APAC HPC-AI Competition

• https://www.hpcadvisorycouncil.com/events/2022/APAC-AI-HPC/

• https://www.hpcadvisorycouncil.com/events/2022/APAC-AI-HPC/register.php

• Qingchun@hpcadvisorycouncil.com

• Pengzhi@hpcadvisorycouncil..com

https://www.hpcadvisorycouncil.com/events/2022/APAC-AI-HPC/
https://www.hpcadvisorycouncil.com/events/2022/APAC-AI-HPC/register.php
mailto:Qingchun@hpcadvisorycouncil.com
mailto:Pengzhi@hpcadvisorycouncil..com
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Advanced Network Technologies
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OS Bypass & RDMA

• The basic idea: cut the middleman!

• Zero Copies in traditional networking isn’t 

“true” 

– Buffering MUST occur between kernel and application

– Communication buffer (kernel) to application buffer

• Basic working principles:

– RDMA traffic sent directly to NIC without interrupting 

CPU

– A remote memory region registers with the NIC first

– NIC records virtual to physical page mappings.

– When NIC receives RDMA request, it performs a Direct 

Memory Access into memory and returns the data to 

client. 

– Kernel bypass on both sides of traffic



14

RDMA Standards

• RDMA traditionally used in InfiniBand Networks
– Used extensively in HPC machines (Supercomputers)

– Expensive, requires specialized hardware (physical network and NIC)

– 200Gb/s standard

• RoCE: RDMA done over Ethernet instead of InfiniBand
– (RDMA over Converged Ethernet)

– Still requires specialized hardware

– Cheaper because need only specialized NICs 

– 200Gb/s (and maybe 60Gb/s)

– RoCE seems to scale worse

• iWARP
– RDMA over TCP

– Once again, cheaper; only needs specialized NICs
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RDMA Opcodes: Send

• The responder Post Receive Requests (before data is received)

• The requester Post Send Request

– Only data is sent over the wire

• ACK is sent only in reliable transport types

15

Requester Responder

Post RR

Post SR
data

ACK Poll CQ

Poll CQ

sync
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RDMA Opcodes: RDMA Write

• The requester Post Send Request

– Data and remote memory attributes are sent

– Responder is passive

– Immediate data can be used to consume RRs at the responder side

• ACK is sent only in reliable transport types

16

Requester Responder

Post SR
data + addr + rkey

ACK

Poll CQ
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RDMA Opcodes: RDMA Read

• The requester Post Send Request

– Data and remote memory attributes are sent

– Responder is passive

• Data is sent from the responder

– Available only in reliable transport types
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Requester Responder

Post SR
addr + rkey

data

Poll CQ
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RDMA Opcodes: Atomic

• The requester Post Send Request

– Data and remote memory attributes are sent

– Responder is passive

• Original data is sent from the responder

– Read-modify-write is performed in responder’s memory

– Available only in reliable transport types
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Requester Responder

Post SR
data + addr + rkey

data

Poll CQ



19

Evolution of GPUDirect RDMA

Before GPUDirect

• Network and third-party device drivers, did 

not share buffers, and  needed to make a 

redundant copy in host memory.

With GPUDirect Shared Host Memory Pages

• The network and GPU can share “pinned” 

(page-locked) buffers, eliminating the need to 

make a redundant copy in host memory.
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GPUDirect RDMA

• Eliminates CPU bandwidth and latency bottlenecks

• Uses remote direct memory access (RDMA) transfers between GPUs

• Resulting in significantly improved MPISendRecv() efficiency between GPUs in remote 

nodes
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GPUDirect (3.0) RDMA

• Eliminates CPU bandwidth and latency bottlenecks

• Uses remote direct memory access (RDMA) transfers between GPUs

• Resulting in significantly improved MPISendRecv() efficiency between GPUs in remote 

nodes
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Traditional HPC Data Center
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Cloud Native Supercomputing

In-Network Computing

Infrastructure Services

Computational Storage
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All trademarks are property of their respective owners. All information is provided “As-Is” without any kind of warranty. The HPC Advisory Council makes no representation to the accuracy and completeness of the information 

contained herein. HPC Advisory Council undertakes no duty and assumes no obligation to update or correct any information presented herein

Thank You


