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● Data rate (MRO → Perth):
● 77 GB/hr – 22 TB/hr, <100 PB/yr

● Data rates & volume exceeding current 
processing methods

Radio Astronomy’s big data era

e.g. Australian SKA Pathfinder (ASKAP)
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Why do we want this?

To survey the Universe deeper, faster & at higher resolution 
than before (both spatially & spectrally)

To further knowledge on the formation & evolution 
of galaxies throughout cosmic time



Need greater automation
(esp. where simpler algorithms are 
less effective)
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Why machine learning?
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Overview of 3 themes of applications

1) Processing interferometric observations

2) Radio source classification

3) Finding the unknown

Schmidt,K.+ 
2022

Wu, OIW.+
2019



Science 
question(s) / 
problem(s)

Data collecting 
(observations)

Data processing 
(calibration/ image 

reconstruction)

Data analysis
(classification,
statistics, model)

Science result(s)
→ publish/ profit

H
a
r
d
Y
a
k
k
a

Grad student/ 
astronomer

No

Yes

Traditional (‘artisanal’) → New (AI/ML) methods

Reduce/replacehuman input 
for automated processing
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ML solutions for interferometric observations

Schmidt,K.+ 2022

● Reduce noise artefacts in reconstructed images by 
filling the gaps in the Fourier plane → bypass typically 
bespoked imaging decisions (Schmidt + 2022)

● RFI removal from observations using (e.g. Vinsen+ 
2019; Yang+2020; Sadr+2020; Mesarcik+2022)

● Diagnose system health of large telescope arrays such 
as LOFAR (NL; Mesarcik + 2020)

Credit: Jonghwan Rhee
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Becker+2021

Network complexity →
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● Supervised models
● – based on Radio Galaxy 

Zoo labels (Lukic+2018; 
Alger+2018; Wu+2019)

Lukic+2018

Alger+2018

Wu+2019

Becker+2021

Wu, OIW+2019
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Multimodal classification

Chen + 2023 submitted to PASA

Using hashtags from RGZ chat forum + images
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Finding the unknown

Enable discoveries with 
ASKAP EMU survey!

● Unsupervised models
● Self-organising maps of images & feature vectors 

(Galvin+2019; Ralph+2019; Gupta+2022)●

● Tags & text semantics may be useful for finding unknowns from 
next-generation citizen science projects – Radio Galaxy Zoo: EMU●

Gupta+2022
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Astronomaly: active learning for anomaly detection

Lochner & Bassett 2020; https://github.com/MichelleLochner/astronomaly

Effective for differentiating between artefacts & true anomalies

Lochner + 2023Discovery of new ORC
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Semi-supervised learning for source classification

● Example: Bowles+2022 used FixMatch SSL 
method

● Class imbalance in datasets (& high variance 
between datasets) negatively affect performance

● Overall, there is insufficient robustness to replace 
train-test cycle

Bowles+2022
Potentially leverage labelled datasets for mapping to unlabelled ones
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Using NLP to derive a taxonomy of tags

Bowles+2023

Derive a taxonomy of tags from plain English descriptions
of source morphologies (free of restrictions from obfuscating 
technical terminology)

● In preparation for RGZ: EMU

● Input set of ~8500 plain English annotations

● Simple framework which produced ~22 unique 
semantic tags
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Radio transient classification

Agarwal, D+2020; https://github.com/devanshkv/fetch

e.g. Fast Extragalactic Transient Candidate Hunter (FETCH): DL classification of 
RFI vs true transients

Sim FRB RFI Pulsar
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ML in Radio Astronomy is here to stay

Huertas-Company & Lanusse 2022

● ML applications in radio astronomy has matured greatly in the 
last 5 years

● End-to-end data flow from telescope – science results benefit 
from ML approaches

● Large diversity of methods:
● unsupervised – supervised, simpler – deeper learning 

methods → dependent on problem being solved

● ML applications necessary for maximising science from “big 
data” era radio astronomy
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Thank you
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