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F.A.I.R Datasets at NCI

• climate and weather models
• satellite images
• bathymetry and elevation
• hydrology
• geophysics
• Also: optical astro, genomic 

and social sciences

NCI makes available a number of large, national reference datasets. It is 
organised for both high performance computation & high performance data 
analysis, as well as making available more broadly to the research 
community.
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Overview

Data Collections NCI project codes Approx. Capacity

International Climate model data 
(e.g., CMIP5, CMIP6, CORDEX)

rr3, oi10, al33, cb20, 
fs38, qv56 

2+ Pbytes

Bureau Weather and Climate Model data rr4, ua4, ja4, gg6, gg8, 
fx1, fx3, ub3, rr8, ub7

3.5 Pbytes

Satellite data 
(e.g., LANDSAT, MODIS, Sentinel, Himawari, Digital 
Earth Australia data products)

rs0, fk4, u39, gb6, rr5 1.5 Pbytes

Ocean Models gb6 200 Tbytes

Digital Elevation and Bathymetry rr1

Regional Reanalysis (BARRA) ma05 50 Tbytes

OFES, CABLE, AGCD, CFSR rq5, wd9, dl1, zv2 ~100TBytes

Optical Astronomy
(e.g., Skymapper Southern Sky Survey)

600TBytes
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FAIR: Findable and Accessible

● Know where to go to search for data hosted at NCI: 
○ https://geonetwork.nci.org.au

● The options available to access data
○ Remote access options
○ In-situ on filesystem 

https://geonetwork.nci.org.au
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NCI’s GeoNetwork portal is our primary 
catalogue of data collections and is regularly 
updated with the latest data expanding our 
growing collection of datasets. 

It provides an easily browsable and searchable 
interface to discover the datasets we manage, 
including descriptions of what each dataset 
contains, key scientific details about how it was 
created, and a range of access and data 
ownership details. 

Each record has a persistent digital object 
identifier that can be used in publications and as 
a shareable link to the dataset.

GeoNetwork – Data Catalogue for Searching
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Accessing data

Typing a keywords, Geonetwork will 
automatically search matching records and 
prompt a list of records which include the 
keywords in the search window.

Click the record, you will find

● Abstract
● Project code and local file path
● Dataset DOI
● Data access terms and conditions
● Dataset lineages information
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Accessing data

Published collections will have a direct 
link to NCI’s Data Services. 

But what do we do from there?

(...we’ll get to this bit later in the next 
sections!)
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Datasets are stored within data subcollections and collections as 
parent-child relationships.
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Accessing data

Four common ways to access data at NCI:

1. Raijin/Gadi – membership required
2. VDI – membership required
3. Web services – free open*

● Data services (e.g. THREDDS, GSKY)

4. Specific data portals 
● (e.g., ESGF, SARA, Auscope, Skymapper, National Map)

*with a few exceptions depending on the datasets.
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Data Access through Gadi

If the data has access restrictions (the terms and conditions) then users
need to be granted read-only access to the data. This can be done through Mancini http://my.nci.org.au

New user: 

sign up (5-step registration)

NCI user: 

Projects and groups → Find project or group → 
type project code or keywords → select project 
→ click “Join” → read and agree terms and 
conditions → submit membership request → 
wait for project CI’s decision

http://my.nci.org.au
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Data Access through VDI

What is VDI?

NCI’s Virtual Desktop Infrastructure (VDI) is a complementary service to the NCI supercomputer, providing an 
interactive scientific desktop environment loaded with an extensive library of software packages and giving 
access to the datasets within NCI’s internal high-speed network.

● Jupyter Notebook
● Panoply
● Paraview
● Matlab
● DASK
● QGIS
● ...

For more information, please read the VDI User Guide.

https://opus.nci.org.au/display/Help/VDI+User+Guide
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Instruction on setting up VDI

Step 1: you need to install VDI on your local machine. See instruction here.

Step 2: login VDI using your NCI account. Sign up here if you don’t have an account.

Step 3: Once you login, open a terminal, load a few python modules. 

Step 4: You can find instructions on how to set up python environment and use jupyter notebooks on    
VDI here (see session: How to run Jupyter notebooks).

Step 5: stay tune for the upcoming session about VDI in the near future.

https://opus.nci.org.au/display/Help/VDI+User+Guide
https://my.nci.org.au/mancini/signup/0
https://nci-data-training.readthedocs.io/en/latest/index.html
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Data Access Challenges
● Scale of data size and structure:

too many/big datasets
too complicated to drill down

● data transfers limit 
network/cost

● compute resources not available 
somewhere else
MPI/GPU

● Performance
I/O, Memory issue

● External push on open data for 
sharing
Funding agency
Publisher 
Transparency
Need to be validated http://esgf-ui.cmcc.it:8080/esgf-dashboard-ui/pages/index.html
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Data-As-A-Service

Data-As-A-Service to provide user:

● F.A.I.R. datasets
● Insitu access
● Seamless integration 
● Co-locate HPC

Data 
download era 

Cloud access 
and ready to 
use era 

For many of our data collections, you have the option to access data remotely through our data 
services. 

This allows you to access data on the file without needing to copy/rsync data across locally. 

Particularly useful when accessing smaller subsets of larger collections. 



nci.org.au© National Computational 
Infrastructure 2019

Example of Satellite Data Access through Data Services

THREDDS:
● OGC WMS 
● OGC WCS
● OPeNDAP
● Subsetting
● Aggregation
● visualization

GSKY:
● WMS
● WCS
● WPS
● WCPS
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Data Services Enable a Growing Mindset
● Scale of data size and structure:

too many/big datasets
too complicated to drill down

● data transfers limit 
network/cost

● compute resources not available 
somewhere else
MPI/GPU

● Performance
I/O, Memory issue

● External push on open data for sharing
Funding agency
Publisher 
Transparency
Need to be validated

● Get the data that I want by querying our metadata 
indexing database

● Not needed anymore

● Cloud infrastructure makes co-locating resource possible 

● Data services can help solve part of the problem
E.g. extracting subset only as needed

● Possible now, 
Quick
Easy
Integratable
Generate things on the fly

Look at what you have and find what I need   →    Ask the system to give me what I want

Not possible  → Totally possible

Disconnected  → F.A.I.R
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THREDDS data services
What is THREDDS?

THREDDS (Thematic Realtime Environmental Distributed Data Services) data server (TDS) developed by Unidata 
(UCAR) allows for browsing and accessing of data (as well as metadata)

Name Description

OPeNDAP (DAP2) Protocol enabling data access and subsetting through the web 

NetCDF Subset Service (NCSS) Web service for subsetting files that can be read by the netCDF 
java library

Web Map Service (WMS) OGC web service for requesting static images of data

Web Coverage Service (WCS) OGC web service for requesting data in some output format 

Godiva Data Viewer Tool for simple visualisation of data

HTTP File Download Direct downloading
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THREDDS data services

Brief overview of these services: 

Name Description

OPeNDAP (DAP2) Protocol enabling data access and subsetting through the 
web 

NetCDF Subset Service (NCSS) Web service for subsetting files that can be read by the 
netCDF java library

Web Map Service (WMS) OGC web service for requesting static images of data

Web Coverage Service (WCS) OGC web service for requesting data in some output 
format 

Godiva Data Viewer Tool for simple visualisation of data

HTTP File Download Direct downloading

Data subsetting options
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Allows for: 
Remote access and subsetting. In many 
tools, the OPeNDAP data URL can also be 
used in the same manner as in-situ files. 

Ideal for: 
Remote use with tools and software when 
working with small subsets of large 
datasets. 

When there is no pressing need to 
download data. 

Possible cons: 
Everything is index based. 

OPeNDAP

OPeNDAP
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Allows for: 
Data subsetting of large files based on 
spatial and/or temporal queries. 

Ideal when: 
Needing to extract data for specific 
locations or time. Unlike OPeNDAP, 
which is all index based, NCSS will do 
the work to convert the spatial/temporal 
query into index locations. 

Possible cons: 
Downloading data locally (when using 
through the THREDDS interface). 

Netcdf Subset Service (NCSS)

NetCDF Subset Service (NCSS)
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THREDDS data services

Brief overview of these services: 

Name Description

OPeNDAP (DAP2) Protocol enabling data access and subsetting through the 
web 

NetCDF Subset Service (NCSS) Web service for subsetting files that can be read by the 
netCDF java library

Web Map Service (WMS) OGC web service for requesting static images of data

Web Coverage Service (WCS) OGC web service for requesting data in some output 
format 

Godiva Data Viewer Tool for simple visualisation of data

HTTP File Download Direct downloading

OGC Web Services
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OGC Web Services

Web Map Service (WMS)

Web Coverage Service (WCS)

Allows for: 
Allows for generation of static images for data previewing

Ideal when: 
Ideal when further analysis is not required, or when data are for display on web-
based mapping systems (e.g., web portals)

Allows for: 
Allows for requesting raw data from remote sources as TIFF or NetCDF files

Ideal when: 
Ideal when collecting useable subsets of remote datasets for further analysis
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THREDDS data services

Brief overview of these services: 

Name Description

OPeNDAP (DAP2) Protocol enabling data access and subsetting through the 
web 

Netcdf Subset Service (NCSS) Web service for subsetting files that can be read by the 
netCDF java library

Web Map Service (WMS) OGC web service for requesting static images of data

Web Coverage Service (WCS) OGC web service for requesting data in some output format 

Godiva Data Viewer Tool for simple visualisation of data

HTTP File Download Direct downloading

Visualising data
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Godiva: ncWMS data viewer

Ability to browse through time and space
Make animations
Export KMZ format 

Allows for: 
Quick visualisation from your web 
browser. 

Ideal when: 
Inspecting data before accessing 
through other services. 

Con: 
Not all coordinate projections are 
supported. 

Godiva Data Viewer 
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THREDDS data services

Brief overview of these services: 

Name Description

OPeNDAP (DAP2) Protocol enabling data access and subsetting through the 
web 

Netcdf Subset Service (NCSS) Web service for subsetting files that can be read by the 
netCDF java library

Web Map Service (WMS) OGC web service for requesting static images of data

Web Coverage Service (WCS) OGC web service for requesting data in some output format 

Godiva Data Viewer Tool for simple visualisation of data

HTTP File Download Direct downloadingDownloading full file
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Data Download

Allows: 
Users to directly download files to 
individual workstations. 

Ideal when: 
Direct access or other data services are 
not sufficient in particular workflows.

Possible cons:
Downloading data, particularly if you 
only need to work with small subset of 
larger collection. Volumes may be very 
large. Creating copies can introduce 
versioning problems.

HTTP Download

Image:
https://www.google.com.au/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0
ahUKEwjQrJi50onQAhVJopQKHab7CwsQjRwIBw&url=http%3A%2F%2Ff4bg.com.au%2Fdownload
-f4bg-documents-
tools%2F&psig=AFQjCNHjE8Dk8RwN_uG2NHnf6dsGS3e2tA&ust=1478161379040807

https://www.google.com.au/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjQrJi50onQAhVJopQKHab7CwsQjRwIBw&url=http://f4bg.com.au/download-f4bg-documents-tools/&psig=AFQjCNHjE8Dk8RwN_uG2NHnf6dsGS3e2tA&ust=1478161379040807
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Data Access through Data Portal

What is a data portal? 
A list of datasets with pointers to how those datasets can be accessed.
(https://blog.ldodds.com/2015/10/13/what-is-a-data-portal/)
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GSKY

Geospatial 
request

FEATURES
• Distributed
• Scalable
• Concurrent

IN
PU

T

OU
TP

U
T

Request Respons
e

User’s 
client

GSKY: A Scalable, Distributed Geospatial Data Server 

© NCI Australia 2019
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The Apollo moon landings were supported by a computer interface known as 
DSKY. Astronauts could input data and commands into the keypad and see the 
results returned on an electronic display. In much the same way, GSKY is an 
interface that allows human manipulation of deeply buried geospatial data. 
Using GSKY, a user can make complex requests and see the results in their web 
browser in near real-time.

GSKY cannot navigate its users to the moon – it can, however, help us 
understand it.

What about the name?
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GSKY responds to Open Geospatial Consortium (OGC) API over http protocol:
• Web Map Service (for displaying the images on the map server)
• Web Coverage Service (for delivering the actual data as “coverages” - independent of the 

underlying storage format or files)
• Web Processing service

GSKY allows:
• Performant aggregations, subsetting, subsampling, polygon/pencil/pixel drills
• Execution of on-the-fly data transformations, re-projections and other algorithms
• Deal with very large files

GSKY is implemented using
• Rich metadata server for data query e.g., spatial, temporal, other physical variables
• Clustered backend workers – high performance I/O and scale-out server-side compute

GSKY in a nutshell: Geospatial Big Data Service

© NCI Australia 2019
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MAS: Integrated with GSKY and provides a backend abstraction 
over the data

• It identifies individual data objects (datasets, variables, spatial 
and temporal extents).

• Can be shared by different geospatial collections or by 
splitting collections into non-overlapping geographical extents. 

MAS is able to process queries in milliseconds, even for the ones 
comprising large spatial areas or temporal ranges, which often 
results in thousands of data objects being identified. 

MAS is also used by other projects (e.g., our climate data services)

GSKY uses NCI’s Metadata Attribute Service (MAS)

© NCI Australia 2019
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OGC
Request

OGC
Response

GSKY + MAS + Data + ...

GSKY High Level Architecture

• Based on “flow-based programming”.
• Data transformed by connected processes, forming a Directed Acyclic Graph (DAG). 

© NCI Australia 2019
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GSKY High Level Architecture

Worker 1

Worker 2

Worker n

OWS

/g/data
Geospatial 

Index

GeoCrawl

...

MAS

GSKY

© NCI Australia 2019
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Ongoing improvements to seamlessly transforming more data on the fly

GSKY file handling of common large Earth Observation datasets
Amount of data is scaling up with more modern satellite instruments

MODIS (CSIRO & TERN)
MODIS data from 2001 – present, with 4 timestamps per month and 1k files per timestamp.
GSKY is handling approx. 900k MODIS files

Landsat-8 dataset (DEA)
Landsat 8 dataset has data from 2013 – present, approximately 3k files per timestamp. 
GSKY is handling approx. 7 million files.

Sentinel 2 ARD (DEA)
Approx 1400 available days (2015-present) and about 12k files per day for this dataset. 
GSKY is handling approx. 17 million files.

© NCI Australia 2019
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Addressing known performance limitations in well-known services: THREDDS

ASTER geophysics data
Problem handling large variables
- 62 GBytes

Using:
• default TDS -> times out
• Tuned TDS -> 90s 
• GSKY -> 1s

© NCI Australia 2019

Secret: down-sampling chunked data I/O
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Digital Earth Australia (DEA) Geoscience Earth Observations, which include the following 
products of the Landsat 5, 7 and 8 satellite missions:

Surface reflectance (NBAR/NBART true and false colour)
Terrain corrected surface reflectance geometric median (geomedian)
Intertidal Extents Models (ITEM)
High and Low Tide Composites (HLTC)
Water Observations from Space (WOfS)
Sentinel 2 Analysis Ready Data (Beta)
Blended service (landsat + sentinel)

GEOGLAM, the GEO Global Agricultural Monitoring initiative, which include the following products:

MODIS Total Vegetation Cover v3.1 (8-day and Monthly)
MODIS Total Vegetation Cover Anomaly v3.1 (Monthly)
MODIS Total Vegetation Cover Decile v3.1 (Monthly)
MODIS Vegetation Fractional Cover 8-day v3.1 (8-day and Monthly)
CHIRPS Precipitation v2.0 (Monthly)

Example datasets 
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You can browse and search NCI’s full collection by going to the Terria Map or National Map
websites.

To view the DEA or GEOGLAM collections, click on Add Data -> My Data -> Add Web Data and 
enter the following URLs respectively:

http://gsky.nci.org.au/ows/dea
http://gsky.nci.org.au/ows/geoglam

We are continually adding new datasets to GSKY. 

Browse data collections available through GSKY

https://map.terria.io
http://nationalmap.gov.au/
http://gsky.nci.org.au/ows/dea
http://gsky.nci.org.au/ows/geoglam
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Stay connected with news on data

Info on how we will keep them informed about data
● Webinars
● NCI monthly newsletter
● Communication to users connected to datasets or NCI accounts 

(depending on the info to be conveyed)
● Opus space (under construction…)
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Data training resources

Training events:

• https://nci.org.au/news-events/events

Data Training examples (work in progress):

• https://nci-data-training.readthedocs.io/en/latest/

NCI user guide (work in progress): 

• https://opus.nci.org.au

https://nci.org.au/news-events/events
https://nci-data-training.readthedocs.io/en/latest/
https://opus.nci.org.au/
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Data example site

https://nci-data-training.readthedocs.io/en/latest/index.html
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Data Training Webinar Series

● Time�fortnightly on Tuesday at 11:00am (Canberra Time)
● Info: https://opus.nci.org.au/display/Help/NCI+Data+Webinar
● Format: lecture/live demo + Q&A

● Topics will cover (but not limit to):

● Walk-through of various data services at NCI, including how to find datasets and access them
● Information on specific datasets, including a chance to talk to key data owners and users
● Information on NCI dataset management 
● Examples of how to use the datasets using popular applications, portals, software, Virtual 

Research Environments
● Other relevant use-cases for specific communities

https://opus.nci.org.au/display/Help/NCI+Data+Webinar
https://nci.org.au/our-services/data-services
https://nci.org.au/our-services/data-collections-management
https://nci.org.au/our-services/virtual-research-environments

